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EXECUTIVE OFFICE OF THE PRESIDENT
OFFICE OF SCIENCE AND TECHNOLOGY POLICY
WASHINGTON, D.C. 20506

This year the Federal Coordinating Council for Sc1ence,
Engineering, and Technology (FCCSET) Committee on Computer
Research and Applications began a systematic review of the
status and directiocns of high perfcrmance computing and its
relationship to federal research and development. The
Committee held a series of worksheps involvirng hundreds of
computer scientists and technoiogists from academia, industry,
and government. A result of this effort is the report that
follows, contalnlng findings and recommendations concerninc
this critical issue. It has been sent to the appropriate
committees of Congress for their review.

A consistent theme in this report is the need for industry,
academia, and government to coliaborate and exchange
information on future R&D efforts. Partners need to give one
another 51gnals as to their intent for future activities, and
this report is a necessary first step in that process. The
vision it represents must continue to grow. For that reason,
I have asked the Committee to initiate the appropriate forums
for discussing it further with the computing community.

Another theme has come out of this report: within four
decades, the field of computer science has moved from a
service discipline to a perva51ve techrology with a rigorous
scientific basis. Computer science has become important to
our national security and to our industrial productivity, and
as such it provides the United States with many opportunities
and challenges. Three of those opportunities are addressed in
the report's findings and recommendations: High Performance
Computers, Software Technology and Algorithms, and Networking.
The fourth recommendation involves the Basic Research and
Human Resources that will be required to conduct the other
initiatives.

One thing is clear: the competition in an increasingly
competitive global market cannot be ignored. The portion of
our "balance of trade supported by our high performance
computing capability is becoming more important to the nation.
In short, the United States must continue to have a strong,
competitive supercomputing capability if it is to remain at
the forefront of advanced technology. For that reason the
Office of Science and Technology Policy is encouraging
activities among the federal agencies together with the
academic community and the private sector.

Wil /7. Soaharr”

William R. Graham
Science Adviser to the President and
Director, Office of Science and Technology Policy
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SUMMARY OF FINDINGS ON
COMPUTER RESEARCH AND APPLICATIONS

1. HIGH PERFORMANCE COMPUTERS: A strong domestic high performance
computer industry is essential for maintaining U.S. leadership in critical national

security areas and in broad sectors of the civilian economy.

0 U.S. high performance computer industry leadership is challenged by government supported
research and development in Japan and Europe.

0 U.S. leadership in developing new component technology and applying large scale parallel
architectures are key ingredients for maintaining high performance computing leadership.
The first generation of scalable parallel systems is now commercially available from U.S.
vendors. Application-~specific integrated circuits have become less expensive and more

‘readily available and are beginning to be integrated into high performance computers.

2. SOFTWARE TECHNOLOGY AND ALGORITHMS: Research progress and tech-

nology transfer in software and applications must keep pace with advances in
computing architecture and microelectronics.

O Progress in software and algorithms is required to more fully exploit the opportunity offered
by parallel systems.

- © Computational methods have emerged as indispensable and enabling tools for a diverse
spectrum of science, engineering, design, and research applications.

O Interdisciplinary research is required to develop and maintain a base of applications soft-

ware that exploits advances in high performance computing and algorithm design in order
to address the “grand challenges” of science and engineering.

3. NETWORKING: The U.S. faces serious challenges in neiworking technology

which could become a barrier to the advance and use of computing technology in
science and engineering.

© Current network technology does not adequately support scientific collaboration or access to
unique scientific resources. At this time, U.S. commercial and government sponsored net-

works are not coordinated, do not have sufficient capacily, do not interoperate effectively,
and do not ensure. privacy.

© Europe and Japan are aggressively moving ahead of the U.S. in a variety of networking
areas with the support of concentrated government and industry research and implementa-
tion programs.

4. BASIC RESEARCH AND HUMAN RESOURCES: Federal research and develop-
ment funding has established laboratories in universities, industry, and govern-

ment which have become the major sources of innovation in the development and
use of computing technology.

(1]
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SUMMARY OF RECOMMENDATIONS
FOR A NATIONAL
HiGH PERFORMANCE COMPUTING STRATEGY

1. HIGH PERFORMANCE COMPUTERS: The U.S. Government should establish
a long range strategy for Federal support for basic research on high performance
computer technology and the appropriate transfer of research and technology to
U.S. industry.

2. SOFTWARE TECHNOLOGY AND ALGORITHMS: The U.S. should take the

lead in encouraging joint research with government, industry, and university par-
ticipation to improve basic tools, languages, algorithms, and associated theory
for the scientific “grand challenges” with widespread applicability. '

3. NETWORKING: U.S. government, industry, and universities should coordinate
research and development for a research network to provide a distributed com-

put‘ing capability that links the government, industry, and higher education com-

munities.

4. BASIC RESEARCH AND HUMAN RESQOURCES: Long term support for basic
research in computer science should be increased within available resources. In-
dustry, universities, and government should work together to imprbve the train-
ing and utilization of personnel to expand the bése of research and development

. in comp‘g‘}ational science and technology.

(2]
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A RESEARCH AND DEVELOPMENT

STRATEGY FOR
HiGH PERFORMANCE COMPUTING

High performance computing refers to the full range of supercomputing activities.
including existing supercomputer systems, special purpose and experimental
systems, and the new generation of large scale parallel architectures.

THE CHALLENGE

In the span of four decades, computing has become one of the most pervasive and
powerful technologies for-information management,; communications, design,
manufacturing, and scientific progress.

The U.S. currently leads the world in the development and use of high performance
computing for national security, industrial productivity, and science and engineering,
but that lead is being challenged. Through an increased foreign industrial capability,
the U.S. technology lead in computing has diminished considerably in recent years, but
_ the U.S. continues to maintain strength in basic science and technology. The
technology is changing rapidly and the downstream rewards for leadership are great.
Progress in computing can be accelerated through the continued pioneering of new
hardware, software, algorithms, and network technology and the effective transition of
that technology to the marketplace. A shared computing research and development
vision is needed to provide to government, industry, and academia a basis for
cooperative action. The successful implementation of a strategy to attain this vision and
a balanced plan for transition from one generation of technology to the next can result
in continued strength and leadership in the forthcoming decades.

High performance computing technology has also become essential to progress in
science and engineering. A grand challenge is a fundamental problem in science or
engineering, with broad applications, whose solution would be enabled by the
application of the high performance computing resources that could become available
in the near future. Examples of grand challenges are: (1) Computational fluid
dynamics for the design of hypersonic aircraft, efficient automobile bodies, and

(3]
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‘extremely quiet submarines, for weather forecasting for short and long term effects,
efficient recovery of oil, and for many other applications; (2) Electronic structure
calculations for the design of new ‘materials such as chemical catalysts, immunological
agents, and superconductors; (3) Plasma dynamics for fusion energy technology and
for safe and efficient military technology; (4) Calculations to understand the
fundamental nature of matter, including quantum chromodynamics and condensed
matter theory; (5) Symbolic computations including speech recognition, computer
vision, natural language understanding, automated reasoning, and tools for design,
manufacturing, and simulation of complex systems. Many of these could be
considerably advanced by the use of computer systems capable of trillions of
operations per second.

THE STRATEGY

A High Performance Computing Strategy, involving close coordination of existing
programs and augmented effort, is required to address this national challenge. This
strategy involves the coordinated pursuit of computing technology goals through joint
efforts of government, industry, and academia. The strategy will have impact in
clarifying and focusing the direction of Federally-funded computing research, which
continues to be the major source of innovation for computing technology and a primary
catalyst for industrial development. Government support should be highly leveraged
with resources provided by industry participants. To be effective, the strategy should
also be defined and continually updated in cooperation with industry and academia by
making them participants in developing and implementing a shared vision of the future
to ensure continued U.S. leadership.

The high performance computing strategy is designed to sustain and focus basic
Federally-funded research and promote the transfer of basic science from the
laboratory to U.S. industrial development and finally to the marketplace. Technology
development will be encouraged as appropriate to meet immediate needs as well as to
create a foundation for long term leadership. Strong emphasis will be placed on
continued transfer of the results of government funded R&D to industry and on
cooperation with industry to insure the continued strength of American high technology
trade in the international marketplace.

The basic elements of the strategy are research and development programs in high
performance computer architecture, in custom hardware, in software and algorithms,
and in networking technology, all supported by a basic research foundation. In each of
these areas, major opportunities exist that require coordinated support and
management, building on existing government programs. Access to high performance
computing is essential for providing scientists and engineers at research institutions
throughout the country with the ability to use the most advanced computers for their
work. The strategy needs to concurrently address the appropriate Federal role in each

(4]




APPENDIX C: HPC ‘Strategy REPRINT

“of the basic elements of the R&D process—basic research, applied research, and
industrial development—in order to meet long term, intermediate, and short term
technology development goals. Explicit attention must be directed to the flow of

technology from basic to applied areas and to the marketplace, as well as back into the

research community to create the next generation of computing infrastructure,
achieving a cumulative effect. Technology developments within individual element
areas will contribute extensively to other activities. Simultaneous and coordinated
pursuit of the areas is therefore an important element of the strategy.

CURRENT STATUS AND TRENDS

® High performance computing systems. Improvements in materials and
component technology are rapidly advancing computer capability. Memory and
logic circuits are continuing to improve in speed and density, but as fundamental
physical limits are approached, advances are being sought through improved
computer architectures, custom hardware, and software. Computer architecture
has begun to evolve into large scale multiple processor systems, and in the past
four years a first generation of scalable parallel systems has progressed from the
_research laboratory to the marketplace. Scalable architectures provide a uniform
approach that enables a wide range of capacity, from workstations to very high
performance computers. Application-specific integrated circuits, such as for
real-time signal processing, are being incorporated into special purpose computers.
At current performance levels our ability to model many important science,
engineering, and economic problems is still limited. Formulations of computational
models presently exist that for realistic solutions would require speeds of teraflops
(trillions of floating point operations per second) and equivalent improvement in
memory size, mass storage, and input/output systems. In addition, symbolic
processing is complementing and enhancing numeric approaches. Achievement of
this performance level in the next 5 years appears to be a feasible goal, based on
credible extrapolations of processor capability, number of processors, and software
sophistication. In developing the new architectural approaches, however, careful
collaboration will be required with the applications community to assess the
various approaches and to achieve transition to the new approaches where
appropriate. As transitions are made, the high performance computing industry
should strive to maintain its continued leadership and competitveness.

e Software technology and algorithms. As high performance computing systems
evolve and become more critical in science, engineering, and other applications
domains, software technology becomes an increasingly central concern. As
experienced in many U.S. space and defense programs, for example, software can
become the dominant computational cost element in large systems because of the
need to support evolution throughout the system life cycle from design and




APPENDIX C: HPC Strategy REPRINT

development to long term maintenance and transition to the next generation.
Future software environments and tools should support the development of
trustworthy systems capable of evolution, while increasing productivity of
developers and users of the systems. Effective exploitation of the performance
potential of the emerging parallel systems poses a special challenge both to
software and to algorithm design.

High performance computing offers scientists and engineers the opportunity to use
computer models to simulate conditions difficult or impossible to create and
measure in the laboratory. This new paradigm of computational science and
engineering offers an important complement to traditional theoretical and
experimental approaches, and it is already having major impact in many areas.
New approaches combining numeric and symbolic methods are emerging. The
development of new instruments and data generation methods in fields as diverse
as genetics, seismology, and materials accelerates demand for computational
power. In addition, the opportunity is created to coordinate and focus effort on
important grand challenges, such as computational fluid dynamics, weather
forecasting, plasma dynamics, and other areas.

e Computer network technology. A modern high speed research network is one of
the elements needed to provide high performance distributed computation and
communication support for research and technology development in government,
academia, and industry. A coordinated research network based on very high
bandwidth links would enable the creation of large-scale geographically distributed
heterogeneous systems that link multiple high performance workstations, databases,
data generation sources, and extremely high performance servers as required, in
order to provide rapid and responsive service to scientists and engineers distributed
across the country. The existing national network is a collection of loosely coupled
networks, called an internet, based on concepts pioneered in the U.S.

Technical issues being addressed include utilization of fiber optics to improve
performance for the entire research and higher education enterprise of the nation.
An additional issue of pressing concern, particularly within the governmental and
industrial sectors, is that of computer and network security to ensure privacy and
trustworthiness in a heterogeneous network environment. At present, responsibility
for privacy and the assurance of trust are vested principally in the computers and
switching nodes on the network. Further research, already actively underway, is
urgently needed to develop models, methodology, algorithms and software
appropriate to the scale of a coordinated research network.

(6]
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@ Basic research and human resources in Computer and Computational Science.
Federal funding has historically been, and will likely remain, a major source of
support for important new idea$ in computing technology. Carefully managed and
stable funding is required to maintain vigorous research in computer and
computational science and sufficient growth in computer science manpower. It is
important to maintain the strength of the existing major research centers and to
develop new research activity to support the growth in computer and computational
science. Interactions should be fostered among academia, industry, and national
laboratories to address large problems and to promote transfer of technology. In
the longer term, enhancement of the computing technology base will have
significant impact in productivity, efficiency, and effectiveness of government,
industry, and the research community.

IMPACT

Computing technology is vital to national security. Advanced computer systems and
software are now integral components in most major defense, intelligence, and
aerospace systems. Computing technology has a central role in energy research, oil
exploration, weapons research, aircraft design, and other national security technology
areas.

Major advances in science and engineering have also accrued from recent
improvements in supercomputing capability. The existence of machines with hundred
megaflop (hundreds of millions of floating point operations per second) speed and
multimillion word memories has allowed, for the first time, accurate treatment of
important problems in weather prediction, hydrodynamics, plasma physics, stress
analysis, atomic and molecular structure, and other areas. The emerging machines
with 1 to 10 gigaflop (billions of flops) speed and 100 to 300 million word memories
are expected to produce comparable advances in solving numeric and symbolic
problems.

Many of these advances in science and engineering are the result of the application of
high performance computing to execute computational simulations based on
mathematical modeis. This approach to science and engineering is becoming an
important addition to traditional experimental and theoretical approaches. In
applications such as the National Aerospace Plane, supercomputing provides the best
means to analyze and develop strategies to overcome technical obstacles that determine
whether the hypersonic vehicle can fly beyond speeds of Mach seven, where wind
tunnels reach their maximum capability. The list of applications for which
supercomputing plays this kind of role is extensive, and includes nearly all
high-technology industries. The extent of its usage makes supercomputing an important
element in maintaining national competitiveness in many high technology industries.

(7]
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_ The high performance computing strategy will have impact in many sectors of the
economy. Nearly all sectors of advanced industry are dependent on computing
infrastructure. Any improvement_in computing capability will have substantial leveraged
impact in broad sectors, particularly as applications software increases in’'power and
sophistication. ' '

The computer hardware industry alone amounted to $65 billion in 1986, and U.S.
technical market dominance, long taken for granted, is now challenged in this and
other critical areas, including networking, microsystems and custom high-performance
integrated circuit technology. Foreign investment in computing research and technology
has grown considerably in the last decade. :

As stated in the report of the White House Science Council, Research in Very High
Performance Computing, November 1985, “The bottom line is that any country which
seeks to control its future must effectively exploit high performance computing. A
country which aspires to military leadership must dominate, if not control, high
performance computing. A country seeking economic strength in the information age

" must lead in the development and application of high performance computing in
industry and research.”

BACKGROUND

"The Federal Coordinating Council on Science, Engineering and Technology (FCCSET)
was established by Congress under the Office of Science and Technology Policy (OSTP)
to catalyze interagency consideration of broad national issues and to coordinate
various programs of the Federal government. The FCCSET in turn, established a series -
of committees, with interagency participation to assess and recommend action for
national science and technology issues. The committees have become recognized as
focal points for interagency coordination activity, addressing issues that have been
identified by direct requests through the OSTP and indirect requests by member
agencies (such as the NSF requirement to provide an update to the Lax Report on
Large Scale Computing in Science and Engineering). These studies have enabled the
FCCSET Committee on Computer Research and Applications to develop a national
view of computing technology needs, opportunities, and trends.

From its inception, the FCCSET Committee on Supercomputing (the original name of
this committee) was chartered to examine the status of high performance computing in
the U.S. and to recommend what role the Federal Government should play regarding
this technology. The committee issued two reports in 1983 that provided an integrated
assessment of the status of the supercomputer industry and recommended government
actions. The FCCSET Committee on Computer Research and Applications concluded
that it would be proper to include an update of the earlier reports to address the
changes that have occurred in the intervening period as a complement to the technical

(8]
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reports. The review was based upon periodic meetings with and site visits to ,
supercomputer manufacturers and consultation with experts in high performance
scientific computing. White papers were contributed to this report by industry leaders
and supercomputer experts. The report was completed in September 1987 and its
findings and recommendations are incorporated in the body of this report.

In developing the recommendations presented in this report, the FCCSET Committee
reviewed findings and recommendations from a variety of sources, including those
mentioned above. A related activity has been the preparation by the White House
Science Council (WHSC) Committee on Research in Very High Performance

Computing of the report Research in Very High Performance Computing, November 1985.
The WHSC Committee, composed of respected individuals from academia, industry, A
and government, made recommendations related to the issues more recently addressed
by the FCCSET Committee. In the areas addressed by both committees, there is a
significant consistency of recommendations, and, indeed, progress in recent months
further strengthens the case for the recommendations. The convergence of views
expressed in the many reports, the strong interest in many sectors of government in
developing a policy, the dramatic increase in foreign investment and competitiveness in
computing and network technology, and the considerable progress in computing
technology development worldwide are all indicators of the urgency of developing and
implementing a strategy for nationwide coordination of high performance computing
under the auspices of the government.

One of the of the direct requests that this report responds to is in Public Law 99-383,
August 21, 1986, in which Congress charged the Office of Science and Technology
Policy to conduct a study of critical problems and of current and future options
regarding communications networks for research computers, including supercomputers,
at universities and federal research facilities in the United States. The legislation asked
that requirements for supercomputers be addressed within one year and requirements
for all research computers be addressed within two years. Dr. William R. Graham,
Director of the Office of Science and Technology Policy, subsequently charged the
Federal Coordinating Council on Science Engineering and Technology (FCCSET)
Committee on Computer Research and Applications to carry out the technical aspects of
the study for OSTP.

It was recognized by the FCCSET Committee on Computer Research and Applications
that networking technology needs to be addressed in the context of the applications of
computing and the sources of computing power that are interconnected using the
network technology. This report, therefore, presents an integrated set of findings and
recommendations related to Federal support for computer and related research.

51
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Three subcommittees carried out the work. Each of these committees contributed to the
Findings and Recommendations contained in this report. The result is an integrated set
of recommendations that addresses the technical areas.

® The Subcommittee on Computer Networking, Infrastructure, and Digital
Communications invited experts in government, industry and academia to write
white papers on networking trends, requirements, concepts applications, and plans.
A workshop involving nearly 100 researchers, network users, network suppliers,
and policy officials was held in San Diego, California in February 1987 to discuss
the white papers and to develop the foundation for the report. Workshop leaders
and other experts later met in Washington to summarize the workshop discussions
and focused on six topics: access requirements and future alternatives, special
requirements for supercomputer networks, internet concepts, future standards and
services requirements, security issues, and the government role in networking. As a
result of this work, the participants recommended that no distinction should be
made between networks for supercomputers and other research computers and that
the final report to the Congress should address networks generally. The
requirements for both supercomputers and for other research computers are,
therefore, addressed in this report.

e The Subcommittee on Science and Engineering Computing assessed computing
needs related to computational science and engineering. The committee focused its
deliberations on requirements for high performance computing, on networking and
access issues, and on software technology and algorithms. Under the auspices of
the Society for Industrial and Applied Mathematics (SIAM), and with the support
of NSF and DOE, a workshop involving 38 recognized leaders from industry,
academia, and national laboratories was held at Leesburg, Virginia in February

. 1987 on research issues in large-scale computational science and engineering.
This workshop focused on advanced systems, parallel computing and applications.
As a result of the workshop report, recommendations were made related to the
role of computing technology in science and engineering applications.

® The Subcommittee on Computer Research and Development assessed the role
of basic research, the development of high performance computing technology, and
issues related to software technology. Contributing to this activity were two
workshops. The National Science Foundation (NSF) Advisory Committee for
Computer Research reviewed the field and produced an Initiatives Report in May
"1987. This report recommended investment in three areas, including parallel
systems and software technology. In September 1987, the Defense Advanced
Research Projects Agency (DARPA) held a workshop on advanced computing
technology in Gaithersburg, Maryland involving 200 researchers from academia,
industry, and government. The workshop focused on large-scale parallel systems
and software approaches to achieving high performance computing.

[10]
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An important result of the activity of the FCCSET Committee on Computer Research
and Applications and its subcommittees is that increased coordination among the
Government elements is necessary to implement a strategy for high performance
computing. The findings and recommendations presented here represent a consensus
reached among the subcommittees and convey the powerful and compelling vision that
emerged. As a result of this process, the next step would be for the members of the
Committee on.Computer Research and Applications to develop a plan to help ensure
that the vision is shared between government, academia, and American industry.
Subsequently, the Committee should develop an implementation plan for Federal
government activities, including a detailed discussion of overall priorities.

[11]
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1. Hica PeErrORMANCE COMPUTERS

® FINDING‘; A strong domestic high performance computer

industry is essential for maintaining U.S. leadership in critical
national security areas and in broad sectors of the civilian economy.

U.S. prominence in technology critical to national defense and industrial
competitiveness has been based on leadership in developing and exploiting high
performance computers. This preeminence could be challenged by dependency
upon other countries for state of the art computers. Supercomputer capability has
contributed for many years to military superiority. In addition, industrial
applications now constitute more than half of the supercomputer market and are
an important factor in U.S. industrial competitiveness. However, continued
progress in computational science and engineering will depend in large part on
the development of computers with 100 to 1000 times current capability for
important defense, scientific, and industrial applications. These applications are
represented by the grand challenges.

s U.S. high performance computer industry leadership is challenged by government
supported research and development in Japan and Europe.

The U.S. currently leads the world in research, development, and use of
supercomputers. However, this leadership faces a formidable challenge from
abroad, primarily from the Japanese. The 1983 FCCSET report stated that “The
Japanese have begun a major effort to become the world leader in supercomputer
technology, marketing, and applications.” Most of the analyses and projections
advanced in support of that statement have proven to be accurate.

Japanese supercomputers have entered the marketplace with better performance
than expected. Japanese supercomputer manufacturers have attained a high
level of excellence in high speed, high density logic and memory microcircuits
required for advanced supercomputers. As a result, some U.S. computer
manufacturers are dependent on their Japanese competitors for sole supply of
critical microcircuits. Japanese manufacturers, universities, and government
have demonstrated the ability to cooperate in developing and marketing
supercomputers as well as in advancing high performance computing. Recent
successes in dominating related high-technology markets underscore their
financial, technical, and marketing capability.

()

(12]




APPENDIX C: HPC Strategy REPRINT

m U.S. leadership in developing new component technology and applying large scale
parallel architectures are key ingredients for maintaining high performance
computing leadership. The first generation of scalable parallel systems is now
commercially available from U.S. vendors. Application-specific integrated circuits
have become less expensive and more readily available and are beginning to be
integrated into high performance computers.

The current generation of supercomputers achieve their performance through the
use of the fastest possible individual components, but with relatively conservative
computer architectures. While these computers currently employ up to eight
parallel processors, their specific architectures cannot be scaled up significantly.
Large scale parallel processing, in which the computational workload is shared
among many processors, is considered to be the most promising approach to
producing significantly faster supercomputers. The U.S. is currently the leader in
developing new technology as well as components. However, exploiting these
techniques effectively presents significant challenges. Major effort will be required
to develop parallel processing hardware, algorithms, and software to the point
where it can be applied successfully to a broad spectrum of scientific and
engineering problems.

Government funded R&D in universities and industry has focused on an approach
to large-scale parallelism that is based on aggressive computer architecture

designs and on high levels of circuit integration, albeit with somewhat slower
individual components. Unlike current supercomputers, the resulting systems
employ 100s to 10,000s of processors. Equally important, these architectures are
scalable to higher levels of parallelism with corresponding increase in potential
performance.

The first generation of scalable parallel systems is now commercially available
from U.S, vendors. These systems have demonstrated high performance for both
numeric and non-numeric, including symbolic processing. Comparable systems do
not yet exist outside the U.S. The second generation, with higher speed individual
components and more parallelism, is already in development here. Experience
with these systems has shown that, even with existing software, they are effective
for certain classes of problems. New approaches to software for these large-scale
parallel systems are in the process of emerging. These approaches suggest that
parallel architecture may be effective for wide classes of scientific and
engineering problems. An important benefit of the scalable architectures is that a
single design, with its attendant components and software, may prove to be useful
and efficient over a performance range of 10 to 100 or more. This allows one
design to be used for a family of workstations, mini-supercomputers, and
supercomputers.

[13]




4

APPENDIX C: HPC Strategy REPRINT

e RECOMMENDATION: The U.S. Government should establish

a long range strategy for Federal support for basic research on high
performance computer technology and the appropriate transfer of
research and technology to U.S. industry.

The program should build upon existing government supported efforts. However,
government funding should not be viewed as a substitute for private capital in
the high performance computer marketplace. A primary objective is to ensure
continued availability of domestic sources for high performance computers that
are required for Federal programs, both civilian and defense. These actions
should include:

e Government should support, when appropriate for mission requirements, the
acquisition of prototype or early production models of new high performance
computers that offer potential for improving research productivity in mission
areas. These computers could be placed in centers of expertise in order to allow
sophisticated users to share initial experiences with manufacturers and other
users, and to develop software to complement the vendor’s initial offerings. These
initial acquisitions should not require the vendor to supply mature operating
systems and applications software typical of production computers. However, a
criterion for acquisition should be that the hardware designs reflect a sensitivity to
software issues, and that the computer has the potential for sustained
performance in practical applications that approaches the peak hardware
performance.

e Government agencies should seek opportunities to cooperate with industry in
jointly funded R&D projects, concentrating especially on those technologies
that appear scalable to performance levels of trillions of operations per second
(teraops) for complex science, engineering, and other problems of national
importance. Systems are needed for both numeric and symbolic computations.

However, since government mission requirements typically exceed those of
industrial applications, cooperating with industry in R&D for computers to meet
these missions will help to assure that the necessary computers are available. It
will also drive supercomputer development at a faster pace than would be
sustained by commercial forces alone, an important factor retaining and
increasing U.S. leadership in this area.

® Government agencies should fund basic research to lay the foundation for
future generations of high performance computers. Steps should be taken to
ensure that development of state-of-the-art computers continues to be monitored
for appropriate export controls.

[14]
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2. SoFTwARE TECHNOLOGY AND ALGORITHMS

e FINDING: Research pl:ogress and technology transfer in software
and applications must keep pace with advances in computing
architecture and microelectronics.

® Progress in software and algorithms is required to more fully exploit the
opportunity offered by parallel systems.

a8 Computational methods have emerged as indispensable and enabling tools for a
diverse spectrum of science, engineering, and design research and applications.

® Interdisciplinary research is required to develop and maintain a base of
applications software that exploits advances in high performance computing and
algorithm design in order to address the “grand challenges” of science and
engineering.

A grand challenge is a fundamental problem in science and
engineering, with broad application, whose solution will be enabled by
the application of the high performance computing resources that
could become available in the near future.

As high performance computing systems evolve and are applied to more
challenging problems, it is becoming increasingly clear that advances in software
technology and applications are essential to realize the full performance potential
of these systems. Software development, analysis, and adaptation remain difficult -
-and costly for traditional sequential systems. Large scale complex systems
including parallel systems pose even greater challenges. Market pressures for the

early release of new computing system products have created a tradition of weak
systems software and inadequate programming tools for new computers.

Current approaches to software development provide only limited capabilities for
flexible, adaptable, and reusable systems that are capable of sustained and
graceful growth. Most existing software is developed to satisfy nearer term needs .
for performance at the expense of these longer term needs. This is particularly
the case for applications in which specific architectural features of computers
have been used to obtain maximum performance through low level programming
techniques. The lack of portability of these programs significantly raises the cost
of transition to newer architectural approaches in many applications areas.
Approaches are beginning to emerge in the research community that have a
potential to address the reuse and portability problems.

Experiments with parallel computers have demonstrated that computation speeds
can increase almost in direct proportion to the number of processors in certain
applications. Although it is not yet possible to determine in general the most
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efficient distribution of tasks -among processors, important progress has
nonetheless been made in the development of computational models and parallel
algorithms for many key problem areas.

Access to advanced computing systems is an important element in addressing this
problem'. Experience has shown that the quality of systems and applications
software increases rapidly as computing systems are made more available. Initial
generic operating systems and extensions to existing programming languages can
provide access through coupling high performance computers with existing
workstations using either direct or network connections. However, in order to
achieve the full potential impact of large scale parallel computing on applications,
major new conceptual developments in algorithms and software are required.

The U.S. leads in many areas of software development. The Japanese, however,
also recognize the need for high quality software capability and support in order
to develop and market advanced machines. They have demonstrated the ability to
effectively compete, for example in the area of sophisticated vectorizing

compilers.

The U.S. will need to encourage the collaboration of computer scientists, _
mathematicians, and the scientists in critical areas of computing applications in
order to bring to bear the proper mix of expertise on the software systems
problem. Such collaboration will be enhanced by network technology, which will
enable geographically dispersed groups of researchers to effectively collaborate on
“grand challenges.” Critical computer applications include problems in fluid
dynamics, plasma physics, elucidation of atomic and molecular structure, weather
prediction, engineering design and manufacturing, computer vision, speech
understanding, automated reasoning, and a variety of national security problems.
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o RECOMMENDATION: the UsS. should take the lead in

encouraging joint research with government, industry, and
university participation to improve basic tools, languages,
algorithms, and associated theory for the scientific “grand
challenges” with widespread applicability.

Software research should be initiated with specific focus on key scientific areas
and on technology issues with widespread applicability. This research is intended
to accelerate software and algorithm development for advanced architectures by
increased early user access to prototype machines. It would also provide settings
for developing advanced applications for production machines. Software
technology needs to be developed in real problem contexts to facilitate the
development of large complex and distributed systems and to enable transition of
emerging parallel systems technology into the computing research community and
into the scientific and engineering applications communities.

As part of a mixed strategy, longer term and more basic software problems of
reliability and trust, adaptability, and programmer productivity must continue to
be addressed. Languages and standards must be promoted that permit
development of systems that are portable without sacrificing performance.

In applications areas including computational science and engineering, technology
should be developed to support a smooth transition from the current software
practice to new approaches based on more powerful languages, optimizing
compilers, and tools supported by algorithm libraries. The potential of combining
symbolic and numeric approaches should be explored. Progress in these areas
will have significant impact on addressing the “grand challenges” in
computational science and engineering. Although there are many pressing near
term needs in software technology, direct investment in approaches with longer
term impact must be sustained if there is to be significant progress on the major
challenges for software technology while achieving adequate system performance.

Applications include (1) distributed access to very large databases of scientific,
engineering, and other data, (2) high bandwidth access to and linking among
shared computational resources, (3) high bandwidth access to shared data
generation resources, (4) high bandwidth access to shared data analysis resources,
such as workstations supporting advanced visualization techniques.
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3. NETWORKING

° FINDING: The U.S. faces serious challenges in networkihg
technology which could become a barrier to the advance and use of
computing technology in science and engineering.

~ & Current network technology does not adequately support scientific collaboration or
access to unique scientific resources. U.S. commercial and government
sponsored networks presently are not coordinated, do not have sufficient capacity,
do not interoperate effectively, and do not ensure privacy.

m Europe and Japan are aggressively moving ahead of the U.S. in a variety of
networking areas with the support of concentrated government and industry
research and implementation programs.

Computer network technology provides the means to develop large scale
distributed approaches to the collaborative solution of computational problems in
science, engineering, and other applications areas. Today, researchers sharing a
local area network are able to exploit nearly instantaneous communication and -
sharing of data, creating an effect of linking their workstations and high
performance servers into a single large scale heterogeneous computing facility.
This kind of capability is now appearing in larger scale campus-wide computer
networks, enabling new forms of collaboration. National networks, on the other
hand, have low capacity, are overloaded, and fail to interoperate successfully.
These have been expanded to increase the number of users and connections but
the performance of the underlying network technology has not kept pace with the
increased demands. Therefore, the networks which in the 1970s had significant
impact in enabling collaboration, are now barriers. Only the simplest capabilities,
such as electronic mail and small file transfers, are now usable. Capacity, for
example, is orders of magnitude less than the rates required, even if the network
is used only for graphics.

Other countries have recognized the value of national computing networks, and,
following the early U.S. lead, have developed and installed national networks
using current technology. As a result, these countries are now much better
prepared to exploit the new opportunities provided by distributed collaborative
cofnputing than the U.S. is at the present time. The basic technologies for later
generations are also being developed in the U.S., but there have been no major
efforts to apply them to address the needs. ‘

)
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A longer term goal is the creation of large scale geographically distributed
heterogeneous systems that link” multiple superworkstations and high performance
supercomputers to provide service to scientists and engineers distributed across
the country. A well-coordinated national network could link these resources
together when required on an ad hoc basis to provide rapid response to
computational needs as they arise. This could reduce the number of sites needed
for the physical presence of supercomputers. Present access to computer networks
by researchers is dependent upon individual funding or location. There is
unnecessary duplication in the links from various agencies to each campus. The
development of improved networking facilities could greatly stimulate U.S.
research and provide equitable access to resources.

Many scientific research facilities in the U.S. consist of a single, large, and costly
installation such as a synchrotron light source, a supercomputer, a wind tunnel, a
particle accelerator, or a unique database. These facilities provide the
experimental apparatus for groups of scientific collaborators located throughout
the country. Wide area networks are the logical mechanism for making data from
such facilities more easily accessible nationwide. An important issue is that of
computer and network security to ensure privacy and trustworthiness in a
heterogeneous network environment. At present, responsibility for privacy and the
assurance of trust are vested principally in the computers and switching nodes on
the network.

Existing government-supported wide-area networks include ARPANET, HEPNET,
MFENET, NSFNET, NASNET, MILNET, and SPAN, as well as private and
commercial facilities such as TYMNET, TELENET, BITNET, and lines leased from
the communication carriers. Longer-range estimates vary, but it is expected that
by the year 1995 the nation's research community will be able to make effective
use of a high capacity national network with capacity measured in billions of bits
per second. Without improved networks, speed of data transmission will be a
limiting factor in the ability of researchers to carry out complex analyses. The
digital circuits most widely available today with transmission speeds of 56 kilobits
per second (kb/s) are impediments to leading edge research and to optimal
remote high performance computer use.

Point-to-point connections require interconnects through multiple vendors with
cumulative costs. Greater network speed can reduce the time required to perform
a given experiment and increase both the volume of data and the amount of
detail that can be seen by researchers. Scientists accessing supercomputers
would benefit because access speed is often critical in their work. Improved
functionality frees scientists to concentrate directly on their experimental results
rather than on operational details of the network. Increased network size extends
these opportunities to thousands of individuals at smaller academic institutions
throughout the nation. These modernization measures would significantly
enhance the nation’s position in scientific research. A national network would
help maintain the U.S. leadership position in computer architectures,
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microprocessors, data management, software engineering, and innovative
networking facilities, and promote the development of international networking
standards based on U.S. technology.

Integrated Systems Digital Networks (ISDN-voice and data) have been installed
abroad on a national or regional scale. Research abroad is being conducted on
service up to 1 Gb/s. Within the next five years, Integrated Services Digital
Network (ISDN) circuits ranging from 64 kb/s to 1.5 Mb/s will be available in the
larger metropolitan areas of the U.S. However, these services will fall short of the
requirements for computer networks. By 1988 more than fifty Campus Area
Networks. will be operational at speeds approaching 100 Mb/s. Wide area
networks operating at 1.5 Mb/s or less will not be able to handie the data volume
expected.

Japan and Europe have extensive efforts with experimental nets in intermediate
(40Mb) and high (gigabit) range. Japan is studying operational aspects of fiber
nets using their national research network as a testbed, which includes exploring

the feasibility of fiber optic services to residences.

To estimate the network bandwidth needed to support research at a major
installation, the kinds and volume of traffic that would be used have been
estimated at a representative campus, extrapolated ten years into the future.
Three models were used to compute three independent estimates of the
requirements for bandwidth needed by type of work, information needs by type of
user, and information flowing at the installation boundary. In each model, the
peak bandwidth was estimated for each type of service. For example, in the Task
model, the need is dominated by that of at least one researcher to receive full
color and full-motion high resolution images. A high-resolution color image
contains about 30 megabits of information, so that a display rate of 30 frames
- per second requires a bandwidth of nearly one gigabit per second (Gb/s). In the
User model, a research university with 35,000 students and 3,000 faculty and
research staff using a mix of bandwidths again requires an aggregate bandwidth of
approximately one Gb/s. In the Edge of the Installation model, bandwidth is
estimated by the types of remote facilities being accessed and the expected
number of simultaneous users; typical facilities include particle accelerators,
supercomputers, and centers for imaging and/or animation. The aggregate
bandwidth needed is one Gb/s. Thus three independent means of estimating
bandwidth arrive at nearly the same requirement for a large research installation,
and one Gb/s can confidently be used as a lower bound on the bandwidth of a
national research network.

(20]
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« RECOMMENDATION: USs. government, industry, and

universities should coordinate research and development for-a
research network to provide a distributed computing capability that
links the government, industry, and higher education communities.

A research network should be established in a staged approach that supports the
upgrade of current facilities and development of needed new capabilities.
Achievement of this goal would foster and enhance the U.S. position of world
leadership in computer networking as well as provide infrastructure for
collaborative research. The FCCSET Committee on Computer Research and
Applications should provide a forum for interagency cooperations. Elements of
the plan should include:

- Stage 1. Upgrade existing facilities in support of a transition plan to the new
network through a cooperative effort among major government users. The
current interagency collaboration in expanding the Internet system originated by
DARPA should be accelerated so that the networks supported by the agencies
are interconnected over the next two years.

- Stage 2. The nation’s existing networks that support scientific research should
be upgraded and expanded to achieve data communications at 1.5 Mb/sec for
200 to 300 U.S. research institutions.

- Stage 3. Develop a system architecture for a national research network to
support distributed collaborative computation through a strong program of
research and development. A long-term program is needed to advance the
technology of computer networking in order to achieve data communication and
switching capabilities to support transmission of three billion bits per second
(3 Gb/s) with deployment within fifteen years.

- Develop policy for long term support and upgrading of current high
performance facilities, including timetables for backbone and connection
development, industry participation, access, agency funding, tariff schedules,
network management and administration. Support should be given to the
development of standards and their harmonization in the international arena.

Until the national research network can replace the current system, existing
networks should be maintained and modified as they join the national network.
Remedial action should be initiated as soon as possible. Upgrading the backbone
to at least 1.5 Mb/s should be accomplished by 1990. This will ensure that the
new generation of high performance computing can be effectively interconnected.

Industry should be encouraged to participate in research, development, and
deployment of the national research network. Telecommunication tariff schedules
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which have been set for voice transmission should be reviewed in light of
the requirements for transmission of data through computer networking.

Prompt effective coordination is needed to increase user participation in the
standards development process, to get requirements for standards expressed
early in the development process, and to speed the implementation of standards
in commercial off-the-shelf products. It is essential that standards development
be carried out within the framework of overall systems requirements to achieve
interoperability, common user interfaces to systems, and enhanced security.
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4. Basic ResearcH aAND HumaN RESOURCES

e FINDING: Federal research and development funding has
established laboratories in universities, industry, and government
which have become the major sources of innovation in the
development and use of computing technology.

Many of the advances in computer science and technology in the U.S. were made
possible by Federal programs of research support to universities and industry. For
example, the advances that have occurred since 1983 in the area of parallel
computing are the direct result of Federal research investment through agencies
including DARPA and NSF. In the area of application of supercomputers to
science and engineering, the majority of this investment came from the NSF
Advanced Scientific Computing centers. In the area of parallel architectures, the
major investment came from the DARPA Strategic Computing Program. Programs
sponsored by DOE, NASA, and Defense to support critical mission needs have
been a major source of investment in computational applications research. In
industry, support for basic research is only a small fraction of industry research
most of which is focused on nearer term product development. This can be
attributed in part to the long term and high risk nature of basic research, but a
more significant inhibitor of investment is the difficulty in the computer industry
of maintaining proprietary protection for certain kinds of key fundamental
advances.

® RECOMMENDATION: Long term support for basic research

in computer science should be increased within available resources.
Industry, universities, and government should work together to
improve the training and utilization of personnel to expand the
base of research and development in computational science and

technology.

Maintain vigorous research in Computer Science and sufficient growth of
computer science manpower to support the scientific/technological basis of the
computer field. Foster interactions among academia, industry, and national
laboratories by creating interdisciplinary teams to address large scale probiems.
Extend the technology base to attain significant impact on competitiveness and
industrial productivity.

Innovative very high performance computing systems should be made available to
universities and basic research laboratories in order to assist in the evaluation
and exploitation of new technology and new industrial innovations.
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Continue the following successﬁll approaches to basic research and development:

(1) The practice of loosely coordinated and flexible basic research supported
through various federal sectors and applied to a diversity of institutions, (2) The
mixed strategy of peer review to support a broad range of exploratory basic
research throughout the academic community and the complementary technical
program management approach of larger scale experimental systems programs
which exploit new opportunities as they emerge, (3) Support for individuals and
small groups in theoretical areas, (4) The practice of supporting the relevant
basic research as part of larger experimental systems projects.

[24]
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IMPLEMENTATION

IS

Success of the National High Performance Computing Strategy will require an attitude
of cooperation in which academia, industry and government work effectively together
in developing and assessing new technology and in achieving the transition of
promising new ideas into the marketplace. The rapid pace of developments in
computing technology creates a number of implementation challenges that must be
addressed explicitly if the Strategy is to have maximum impact.

The FCCSET Committee on Computer Research and Applications provides an .
appropriate forum for coordination of Federal agency programs. Specifically:

e The subcommittee on Computer Networking, Infrastructure, and Digital
Communications will develop a coordinated implementation plan for the national
research network.

e The subcommittee on Science and Engineering Computing will review the grand
challenges through the use of high performance computing systems, including the
research that will be involved.

& The subcommittee on Computer Research and Development will review the need
for advanced software, algorithms, and hardware for future high performance
computing systems.

All of the subcommittees will consider appropriate action to secure a foundation of -
basic research and human resources. In all three subcommittees we expect some
overlap of responsibility and interchange of ideas to be compatible with success.

As has been firmly stated, the full cooperation through a shared vision between
government, industry and the research community will be a necessary ingredient for
the successful implementation of this strategy. The FCCSET Committee on Computer
Research and Applications therefore calls for timely consideration of the vision and
strategy by representative bodies of the research community and industry.

It is essential, however, that implementation of the strategy be undertaken in a timely
manner. There is a need to follow through on the breakthroughs that occurred partially
as a result of federal investment in the early 1980s. The fast pace of development
dictates that appropriate Federal efforts are needed to help ensure continued excellence
in high speed networking technology and leadership in high performance computing.
Foreign investment in technology development in these key areas has increased
dramatically. The prudent strategy is to maintain a consistent strong lead in research
and to transfer the results as quickly as possible to American industry.
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COST ESTIMATES .

Many of the basic elements of the high performance computing strategy are already
being implemented as part of ongoing agency programs at DOE, DARPA, NSF, NASA,
and other Federal agencies, and important progress is being made. The FCCSET
Committee activity has contributed to achieving a shared vision, and early coordination
is already occurring in anticipation of implementation of the strategy. Implementation
of the strategy involves three principal funding components, including the national
research network, joint research to address the “grand challenges,” and basic research
in high performance computing architecture, custom hardware design, software, ’
algorithms, and supporting technologies. Multiple agencies are involved in the
implementation and funding of each of these components.

The funds that would be associated with each of these components are described
below. Obviously, any incremental funding must be evaluated and approved within the
context of current activities and research needs in other high priority fields. Currently,
the Federal government is spending about $500M per year on all aspects of high

Summary of Additional Funds
Current (Millions of Dollars)

Funds i Yrl Yr2 Yr3 Yrd4 Yrs

National | : 5
Research 55
Network : 40

Joint Research in
Computational Science and
Engineering

Basic Research in
Computer Science and
High Performance
Computing

Ty N T R W T y [REE TR ST

TOTAL i
(above current funds)

Funding Increase by Year
(noncumulative)

a Estimated network research and support in grants and contracts.
b Estimated operating costs for existing computational science facililies.
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performance computing. Funding for the activities recommended in this report would
increase this base by $140M in additional resources for the first year, growing to an
additional $545M per year in S years. o

National Research Network. Current operating costs for the present collection of
research—support networks operated by DARPA, NSF, DOE, and NASA is
approximately $50M per year; the figure is uncertain because many subnetworks are
funded by increments on research grants and contracts, rather than being centrally
supported. Currently the interconnection of existing agencies’ networks is planned
within existing budgets. A significant increase in investment is needed to achieve the
required capability. This investment could occur in three concurrent stages.

The first stage activity would involve an immediate upgrade to 1.5 Mbit/sec of
the existing research-support networks. This would cost $§15M over three years.

The second stage would expand upgraded network services (45Mbit/sec) to 200 to 300
research installations, using primarily fiber-optic trunk facilities. Development costs for
this stage would be $5M per year of additional funding. Operation of the upgraded
network would commence in three to five years, with operating costs of approximately
$50M per year. Since the transition from the first stage to the second stage network
could not be instantaneous, initially the full operating cost of the second stage network
would -necessitate additional funding; that requirement will diminish to the extent that
the first stage network is phased out.

The goal of the third stage would be to deliver one to three Gbit/sec to selected
research facilities, and 45 Mbit/sec to approximately 1000 research sites. Research and
development costs for this project are estimated at $400M of new funds, spent over ten
years; after ten years, operating costs would be about $200M per year unless some tariff
relief is achieved.

Joint Research in Computational Science and Engineering. Current operating costs for
existing computational science laboratory facilities is approximately $150M per

year. Additional investment would be required to upgrade the existing facilities and/or
to establish additional joint research activities, with government, industry, and
university participation, to address approximately specific problem areas, including
selected grand challenges. Many of these joint research efforts will involve multiple
physical sites connected by the research network. The investment in these research
activities supports pursuit of the grand challenges. This includes personnel to develop
computational approaches in terms of theory, algorithms, and software, and the
acquisition of modern computing equipment. Estimated Federal costs average $15M
per year to establish and sustain each grand challenge. The joint research activities
would be introduced at the rate of two per year. Overall investment will be
approximately $30M per year initially, increasing to $150M per year in five years as
new grand challenges are added. ' ' :
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Basic Research in Computer Science and High Performance Computing. Current
Federal investment in advanced computer research is estimated at $300M in FY88.
Over the past four years, investment in these areas has grown at 15% per year. The
rate of increase appears to be declining, however, at a time when increased investment
appears to be needed. Sufficient resources should continue to be allocated to take full

- advantage of the high performance computing opportunities that now exist including

design and prototype development of systems capable of trillions of operations per
second. A second important element is stable funding, which is required to preserve
the long-term strength of the research community.

Other countries are also devoting considerable resources in this area. For example, the
Japanese government supports two projects which directly address supercomputer
development: The Fifth Generation Project and the Superspeed Project. Support for
each of these is estimated to be in excess of $100M per year. In addition to this
government support, Japanese industry is investing considerably more to develop high

performance computers. Japanese government and industry are also investing amounts
comparable to those recommended here to develop high bandwidth research networks.
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Executive Summary

i. Introduction

The Federal Coordinating Council on Science, En-
gineering, and Technology (FCCSET) Committee
on Supercomputing was chartered by the Director
of the Office of Science and Technology Policy in
1982 to examine the status of supercomputing in the
United States and to recommend a role for the Fed-
eral Government in the development of this tech-
nology. This FCCSET Committee issued two
reports®* in 1983 and one’ in 1985 that recom-
mended government actions necessary for the con-
tinued development and use of supercomputers in
the United States. An important input to the com-
mittee’s deliberations was the Report of the Panel
on Large Scale Computing in Science and Engi-
neering, or Lax Report,! that provided an integrated
assessment of supercomputing in these disciplines.

In the study that follows, the FCCSET Committee
(now called the Subcommittee on Science and En-
gineering Computing of the FCCSET Committee on
Computer Research and Applications) reports on
the status of the supercomputer industry and ad-
dresses changes that have occurred since issuance
of the 1983 and 1985 reports. The review has been
based upon periodic meetings with and site visits to
supercomputer manufacturers and consultation with
experts in high performance scientific computing.
White papers have been contributed to this report
by industry leaders and supercomputer experts.

ii. FCCSET found that:

® A vigorous domestic supercomputer industry is es-
sential for maintaining U.S. leadership in critical
defense areas and in areas important for our civil-
ian economy

U.S. preeminence in many critical technology areas
has been based on leadership in developing and ex-
ploiting supercomputers. This leadership would be
jeopardized by dependency upon other countries for
state-of-the-art supercomputers. Government use of
supercomputers has spawned industrial uses that
confer competitive advantage to the user. Industrial
applications continue to constitute more than half
of the supercomputer market and are an important
factor in U.S. industrial competitiveness. This is
partly a consequence of effective technology trans-

fer from the Federal laboratories that use supercom-
puters.

e U.S. supercomputer leadership is threatened

The U.S. currently leads the world in research, de-
velopment and use of supercomputers. However,
this leadership faces a formidable challenge from
abroad, primarily from the Japanese. U.S. super-
computer manufacturers are small when compared
with the giant Japanese vertically integrated com-
panies that have targeted supercomputers as one of
their future growth areas. Japanese markets are dif-
ficult for U.S. supercomputer manufacturers to pen-
etrate. Furthermore, the U.S. manufacturers are
perilously dependent on their Japanese competitors
for critical semiconductor chips.

e The Federal Government has retreated from its his-
toric role as ““friendly buyer’’ of supercomputers

There has been a decline in the Federal role of
““friendly buyer’ in which Government agencies
would acquire the first prototypes of innovative new
computers, even if there were no software available.
Initial use of these prototypes demonstrated the vi-
ability of new supercomputers and helped to estab-
lish their acceptability in the marketplace. Now,
manufacturers of new supercomputers find that at
times they must develop complete suites of soft-
ware, even for initial sales to government labora-
tories. This has slowed the introduction of new su-

percomputers and has lengthened the time required
for manufacturers to see a return on their invest-
ment. :

¢ A strong federal role in ensuring US leadership in
supercomputers is justified by national security needs
and the needs of federal research programs

Nearly half of all domestic supercomputers are still
used for federal programs. National Security pro-
grams must not grow dependent on foreign sources
for the fastest supercomputers. A healthy domestic
supercomputer industry will foster US international
competitiveness.

e U.S. leadership in parallel 'processing is a key in-
gredient for maintaining supercomputer leadership

Parallel processing architecture is the most prom-
ising approach to producing significantly faster su-
percomputers. The U.S. is currently the leader in



the development of parallel processing hardware and
software. Exploiting parallelism effectively presents
formidable challenges. If properly employed, U.S.
skill and experience in these areas can help to pre-
serve national supercomputing leadership.

o Impacts on the supercomputer industry are not
thoroughly considered in formulating trade policy

Some aspects of U.S. trade policy have had unin-
tended negative impacts on the U.S. supercomputer
industry. The recent U.S./Japan semiconductor chip
agreement has resulted in increases in some prices
of chips for which the supercomputer industry has
no other source.

National security controls placed upon the export
of supercomputers and related products, as well as
delays in issuing export licenses, have placed U.S.
companies at a competitive disadvantage with
respect to foreign manufacturers in certain non-
Eastern Bloc markets. ’

iii. FCCSET Recommends
that:

1. The U.S. Government carry out
a coordinated long-range R&D
program in supercomputer
applications, software, and
advanced computer architectures

— A primary objective is to ensure continued de-
velopment of supercomputers by the private sec-
tor that are required for use in Federal programs.
Current national defense and basic science and
engineering programs could benefit significantly
from faster supercomputers. The program should
also be based on an anticipation of future needs.

— The program should build upon existing govern-
ment-supported efforts.

— Major scientific and engineering challenges should
serve as a focus for the effort.

— Advanced computer architectures should be de-
veloped. '

— A 1000 fold improvement in applied computa-
tional capability in five years should be a short-
term goal.

— R&D should address algorithms, both systems
and applications software, and peripherals for
future supercomputers.

— The program will have the beneficial by-product
of aiding the development of supercomputers for
industrial applications.

2. The Federal Government should
return to its role as a ‘“friendly”’
buyer of innovative
supercomputers.

Government agencies should budget for acquisition
of prototype or ‘‘serial one’” models of new super- -
computers that offer potential for improving their
research productivity. These initial acquisitions
should not require complete operating systems and
applications software typical of production com-
puters.

3. The Federal Government should
make federally developed
software available to the private

sector when possible

Manufacturers should be expected to-develop soft-
ware for production computers, and software de-
veloped by government laboratories for prototype
computers should be available to the private sector
within the constraints of national security require-
ments.

I. Background and Historical
Perspective

Starting with the effort to build the Enigma com-
puter that would solve encryption problems during
World War I, most of the early motivation for high
performance computing has centered on the need to
solve large mathematical, scientific and engineering
problems for national security.-In 1943 the Elec-
tronic Numerical Integrator and Calculator (EN-
IAC) was built by Mauchly and Eckert at the Uni-
versity of Pennsylvania to solve ballistics problems
for the Army. In the 1950’s and 1960’s national se-
curity requirements stimulated supercomputer de-
velopments by IBM, Burroughs, Texas Instru-
ments, and Control Data Corporation. During the
1960’s and 1970’s, serial number one of most su-
percomputers was placed in the Department of En-
ergy’s national laboratories for the design of nuclear
weapons. The government played a significant role




in encouragimg the development of new supercom-
puters by actively encouraging and supporting su-
percomputer manufacturers.

Today the problems that require supercomputers
have grown in importance and number (see Refer-
ences 13 and 14 for selected applications). There is
a direct relationship between U.S. leadership in su-
percomputers and a strong national defense. Su-

- percomputers play a vital role in designing nuclear

and directed energy weapons, in designing aero-
space vehicles, and in handling many problems re-
lated to command, control, communications, and
intelligence. From calculating artillery trajectories
in 1943 to modern battle management/target acqui-
sition problems, supercomputers have contributed
to the defense mission and today are essential. The
technological edge the U.S. enjoys in its weapons
and intelligence systems cannot be maintained with-
out U.S. leadership in supercomputers.

As supercomputers have evolved in the U.S., pro-
viding faster execution times for floating point op-
erations and larger memories for storing data, a sym-
biotic relationship has'emerged between government,
industry, and universities to develop the entire com-
puter system and its environment. Supercomputer
manufacturers were concerned simply with the goal
of providing hardware with faster processors and
larger direct memory. Traditionally government, and
more recently universities, worked to make the su-
percomputers cost effective to solve ‘‘real’’ prob-
lems. This implies developing models, algorithms,
languages, compilers, and operating systems. In-
dustry provided the necessary input/output devices
to accommodate the new supercomputers.

Although the government has been the primary mo-
tivator and major buyer of supercomputers in the
past, industry and university needs have recently
grown to a roughly equal share of the market. The
rise of this private sector market has provided ad-
ditional incentives to computer vendors to build more
powerful machines.

The aerospace and oil companies were the first in
the industrial sector to acquire and use substantial
numbers of the current class of supercomputers.
The list of other industries has expanded to include:
electronics, automobile, computer, chemical, and
the motion picture industries. A growing number of
companies now require supercomputers to be com-
petitive.

Practically every area of science is finding the su-
percomputer to be an important tool in fundamental

research.'34 In 1983, the National Science. Foun-
dation supported the establishment of five university
supercomputer centers to provide supercomputer
access to the basic research community. There are
now 15 universities in the U.S. with high perform-
ance scientific computers providing much needed
computing resources to the res€arch community. As
a result of the growth of industry and university

" users, the traditional U.S. supercomputer manufac-

turers (Cray and CDC/ETA) face the new challenge
of providing a more complete system environment
to customers who have little or no desire to develop
software packages or operating systems. Thus, su-
percomputer manufacturers are finding it necessary
to provide more software. This requires more re-
sources than American manufacturers have spent in
the past or may be capable of spending. Fortunately,
U.S. manufacturers have been able to rely on soft-
ware developed for the most part in the national
laboratories, since the basic machine architectures
have not changed dramatically in the past decade.
However, manufacturers are planning more radical
changes in the basic architecture (moving to much
larger numbers of parallel processors) in order to
achieve greater speeds and capability. The software
and applications must be reformulated te use the
full potential of the new hardware.

Because supercomputers are essential for U.S. na-
tional security, industrial competitiveness, and lead-
ership in scientific research, a strong, self-sufficient,
domestic supercomputer industry is vital to assure
their continued development and availability.

From the first days of computing, the U.S. has been
the leader in all aspects of high performance com-
puting, research, development, and applications. This
leadership is now threatened. With the 1983 arrival
of NEC, Fujitsu, and Hitachi, three large, vertically
integrated Japanese corporations, into the super-
computer arena, the attention to ‘‘systems’’ issues
by the small U.S. manufacturers becomes more
compelling.

II. Review of Previous Reports

Widespread concern developed during the early
1980’s that the United States could lose its position
of preeminence in the design, manufacture, and uti-
lization of the largest scientific computers (super-
computers). This concern was expressed in a num-
ber of reports'” and congressional hearings.®!0



A. Lax Report

The most widely distributed and referenced effort
was the Report of the Panel on Large Scale Com-
puting in Science and Engineering drawn from a
June 1982 workshop led by Peter D. Lax of New
York University.! The Lax Report recommended
the establishment of a National Program to stimulate

research, exploratory development, and expanded ‘

use of advanced computer technology. The program
consisted of four components:

1. Increased access for the scientific and engineer-
ing research community through high bandwidth
networks to an adequate number of state-of-the-
art supercomputing facilities and experimental
computers;

2. Increased research in computational mathemat-
ics, software, and algorithms necessary to the

-effective and efficient use of supercomputer sys-
tems;

3. Training of personnel in scientific and engineer-
ing computing?

4. Research and development basic to the design
and implementation of new supercomputer sys-
tems of substantially increased capability and ca-
pacity, beyond that likely to arise from com-
mercial requirements alone.

Underlying all four recommendations is the estab-
lishment of a system of effective computer networks
that joins government, industrial, and university sci-
entists and engineers. The Lax Panel recommended
that this program be coordinated within the Federal
government by an interagency policy committee and
that an interdisciplinary Large Scale Computing Ad-
visory Panel be established to assist in its planning,
implementation, and operation.

B. FCCSET Reports

In January 1983, the Federal Coordinating Council
on Science, Engineering, and Technology (FCCSET)
responded to reports of threatened U.S. supercom-
puter leadership by forming the Panel on Supercom-
puters to examine the Government’s role in the de-
velopment and use of high performance scientific
computers. As a result of discussions of this panel,
three interagency working groups were formed. The
Procurement Panel was asked to report on possible
Government actions that could ensure U.S. super-

¢omputer leadership. The Access Panel was to ex-
plore options for making government funded super-
computers more broadly available. The Research
Panel was to report on coordination among govern-
ment agencies that fund research effecting the su-

" percomputer technology base.

1. Procurement Panel

The Procurement Panel found that while the Federal
government was, in 1983, the largest user of super-
computers, the private sector was rapidly increasing
its use. Furthermore, government programs re-
quired machines of significantly greater capacity than
was available at the time. Historically, the Federal
government had nurtured supercomputer develop-
ment in the 1950’s and 1960’s through favorable pro-
curement policies, direct funding of R&D, and pro-
viding software development. However, the level of
Federal support declined in the 1970’s. Further-
more, while early supercomputer development was
characterized by strong Government-Industry-Uni-
versity interactions, the universities were out of the
mainstream development in the 1970’s.

The Procurement Panel concluded that U.S. lead-
ership was necessary for national defense needs and
to maintain economic competitiveness. To preserve
the U.S. lead, the panel recommended:

o Set a national goal of developing a computer 200
times faster than Class-VI machine and encour-
aging the industry to reach that goal through more
favorable procurement policies;

o The Government reemphasize its past role of
‘““friendly buyer”’ of the newest machines;

o Accelerate purchases of new machines to help the
industry;

o Increase support of research; and

o Coordinate the entire program of supercomputer
initiatives by establishing a permanent interagency
group.

2. Access Panel

The FCCSET Access Panel found that many fed-
erally funded facilities are operating at or near full
capacity or have committed available capacity to
future programmatic growth. Furthermore facilities
that were supporting weapons or nuclear research
would have to be totally restructured for unclassified




users to share computing resources. The three uni-
versity supercomputer centers, at the time, were
underutilized. These universities had difficulty ob-
taining the resources to provide the necessary, broad,
user friendly services. The Access Panel found that
high quality service should be a prime consideration
when establishing supercomputer services for re-
mote users. Finally they found that there were in-
sufficient opportunities for training students in the
physical sciences and engineering in the use of su-
percomputers and for training computer science stu-
dents in the operation of supercomputer systems.

The FCCSET Access Panel agreed with the Lax
Report that it was in the national interest to expand
access to supercomputers and proposed to accom-
plish this with emphasis on the use of networks which
would provide quality service to remote users. It
was recommended that universities be brought back
into the supercomputer mainstream -through im-
proved access and student support.

The Access Panel specifically recommended expan-
sion of user community of existing supercomputers,
initiation of access by common carriers for com-
munications by remote users, coordination among
agencies of networks, the establishment of new su-
percomputer centers and associated networks as
needed, experimentation with high bandwidth com-
munications systems, and the establishment of a
mechanism for trading computer time between agen-
cies.

3. Research Working Panel

The Research Working Panel issued a report on ad-
vanced computing research in June of 1985.7 The
panel recommended a vigorous and effectively co-
ordinated federal research program. They recom-
mended research in a variety of architectures with
special emphasis on parallel processing. They also
urged increased efforts in training of researchers and
technology transfer of federally sponsored research.
They recommended the development of perform-
ance modeling and measurement techniques. Sub-
sequent reports were supportive of the conclusion
and recommendations of the Lax and the FCCSET
Panels’ reports:

C. IEEE Report

The report of the IEEE Scientific Supercomputer
Committee, chaired by Sidney Fernbach,’ described

the growing use of supercomputers in industry to
replace traditional ‘‘experimental’’ methods of en-
gineering. The report urged the Federal government
to make a commitment to maintain U.S. leadership
in supercomputers. They recommended direct sup-
port of research and the establishment of several
supercomputer centers for résearch, teaching, and
applications development. The Fernbach report rec-
ommended support of all technologies needed for
supercomputer system development. They pro-
posed tax incentives and antitrust relief for the U.S.
industry to remain competitive. The Fernbach re-
port also recommended the designation of a *‘lead-
agency’’ to coordinate federal activities that impact
the supercomputer industry. )

D. President’s Foreign Intelligence
Adyvisory Board

The President’s Foreign Intelligence Advisory Board
(PFIAB)®* recommended more support for the mi-
crochip development that provides the technologi-
cal basis for much of the supercomputer industry as
well as expanded efforts to gather data on progress
in other countries (especially Japan). The report also
recommended expanded government procurement
coupled with algorithm and software research of ad-
vanced supercomputers.

E. Bardon-Curtis Report

The National Science Foundation (NSF) Working
Group on Computers for Research® was organized
to provide specific reccommendations to be followed
within the NSF and to propose budget plans. This
report emphasized the academic perspective and
recommended consideration of proposals for 10 new
supercomputer systems, over 3 years, as one ap-
proach to improved access to supercomputers. The
report also urged development of networks linking
universities and laboratories with supercomputers.

III. Government Response to
Reports

One of the immediate responses to the recommen-
dations of the Lax Report and other reports was the
establishment of several interagency panels, within
the framework of the Federal Coordinating Council
on Science, Engineering and Technology (FCCSET),



to serve as a forum to discuss supercomputer activ-
ities and issues throughout the Federal government.
In 1983, two of the FCCSET Committee’s Panel
Reports (procurement and access panels) produced
specific recommendations to implement the general
recommendations of the Lax Report. '

-

Procurement Panel
Department of Energy

FY 1985 request increase of $6M in
Applied Mathematical Sciences to
support university design and
prototyping of several new research
computers.

Leased two Denelecor HEP-Is

at Los Alamos National Laboratory
(LANL) and Argonne National Labora-
tory (ANL) and two Elxsi machines

at Sandia National Laboratory (SNL)
and New York University (NYU) for

research and experimentation in
parallel processing.

Established Scientific Computing
Staff to support research in

_applied mathematics and computer
sciences.

Ordered a Cray II.

In the following year the Chairman of the FCCSET"

Committee requested from Committee members, brief
reports that summarized the steps their respective
agencies were taking in response to the recommen-
dations of the FCCSET Procurement and Access
Panels. The responses are summarized as follows:

Access Panel

Provided availability of
5% of 2 Lawrence Liver-
more National Laboratory
(LLLNL) Crays to Magnetic
Fusion Energy Computer
(MFEC) network for new
users.

Requested an additional
supercomputer in FY 1985
for above.

Florida State University
Supercomputer Program
incorporated into DOE
access program.

Planned expansion of MFE
Computer Center to service
additional 1000-1500 users.

Scientific computing
staff to manage MFE
network.

National Aeronautics and Space Administra-

tion (NASA)

Established Numerical Aerodynamic
Simulation (NAS) program in FY 1984

to provide national access to proto-
type and ‘‘serial number 1"
supercomputers.

Ordered a Cray II.

Continue policy to order next
generation supercomputer.

Transferring older com-
puters.to universities.

Installed NASA-wide high-
speed network with tail
circuits to 20 industry

and university sites, and
internetworking to DOD and
university networks in 1986.




Department of Commerce

Class VI computer operational at
National Bureau of Standards (NBS)
fall of 1985, to service NBS,

National Oceanographic and Atmos-
pheric Administration (NOAA):

National Science Foundation
(NSF)

Plan to start one to three new
computer centers in FY 1985.

Intent to establish five to
ten such centers.

Department of Defense
(Air Force)

Fast Algorithm Initiative to
support research to develop
numerical methods and algorithms
for parallel processing archi-
tectures funded FY 1985.

(Navy)

Time on new Class VI

made available to uni-

versities in cooperative
university/NBS/NOAA
research.

NOAA Geophysical Fluid
Dynamics Laboratory (GFDL)
computer available to
Princeton Univ. community.

Conducting research in
wideband satellite trans-
mission between U.S.
(NBS) and Germany.

To provide over 5000 hours
of computer time (from
Univ. of Minnesota, Purdue,
Boeing Computer Sciences)
in next 12 months.

National NSF network to
connect planned centers.

Providing access for Air
Force Office of Scientific
Research supported

research to Air Force
Weapons Laboratory Cray 1.

Attempting to enhance
access of university
researchers to AF super-

computers.

Office of Naval Research
(ONR) to provide Naval
Research Laboratory (NRL)
computer time allocation of
one shift for ONR
contractors.

ONR to head panel to
review DOD support for
research requiring super-
computer access and to
coordinate with other
agencies considering
mechanisms for university
access to supercomputers.



" National Security Agency

Establishing Supercomputing
Research Center in Maryland.

Planning support of IBM/NYU
cooperative research/prototype .
project.

IV. Present Status of U.S.
Supercomputer Industry

A. Changes since previous study

In January 1983, all of the approximately 60 super-
computers installed worldwide were of U.S. man-
ufacture. By 1987, Japan had manufactured 57 of
~ the world’s 244 supercomputers. The remaining 187
were of the U.S. manufacture. Thus, the Japanese
supercomputer market share has grown from zero
in 1982 to over 23 percent by 1987. Cray Research
Inc., continues to maintain market leadership in su-
percomputers but Cray’s market share is eroding
rapidly. Cray is healthy, profitable, and in 1986 did
business at the rate of $600 million annually. Cray
is the leading U.S. supercomputer manufacturer.
The three Japanese supercomputer manufacturing
companies are Fujitsu Ltd., Nippon Electric Cor-
poration (NEC), and Hitachi Corporation. These are
large vertically integrated companies with individual
annual sales ranging from $6 billion to $20 billion.

Two supercomputer companies, in addition to Cray,
were active in the U.S. at the time of the Lax and
FCCSET reports. Control Data manufactured and
marketed the Cyber 205 and heid a 26 percent mar-
ket share. Control Data established a subsidiary,
ETA Systems, Inc., to develop and market the ETA-
10 supercomputer, a candidate for 10 gigaflop per-
formance. Production of the Cyber 205 has ceased,
and the first installation of the ETA-10 began in late
1986.

Denelcor, Inc., went out of business in 1985. This
small company had developed a promising parallel
architecture supercomputer design, but lacked the
resources required to establish a presence in the
supercomputer market. Its demise indicates that
substantial financial resources are necessary to
maintain a long term presence in the market.

IBM was not a factor in the supercomputer market
in 1983, although the company had marketed su-
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percomputers in the 1960’s and 70’s. However, in
1987 IBM agreed to invest in Scientific Computer
Systems, a new venture led by Steve Chen, formerly .
a Cray vice president in charge of X-MP/Y-MP ef-
forts. Chen intends to create and market a 48/64

- processor supercomputer with advanced architec-

ture and components significantly superior to the
present state-of-the-art within a five years. The rel-
ative vulnerability of Cray and ETA to their larger,
emerging Japanese competitors in the supercom-
puter market place is discussed further in this re-
port. However, a sustained effort by 1BM, a $50
billion company with world-class R&D resources
and the potential for exploiting advanced technology
in hand or in prospect, could significantly effect the
competitive equation. IBM has made such strategic
investments in the past - for example purchasing
approximately 25% of Intel Corporation, a major
U.S. integrated circuit and microprocessor manu-
facturer. IBM has recently introduced vector pro-
cessing capabilities to the 3090 line of mainframe
computers, giving these systems marginal Class VI
status. IBM has contributed a paper to this report
discussing its corporate strategy vis-a-vis the su-
percomputer market.

World supercomputer sales in 1986 totaled nearly
$900 million. With expected growth rates of 30-40
percent per year, the forecast for global shipments
in 1990 is $2 billion.' N

Historically, the market size has exceeded fore-
casts. In 1983, the Federal Coordinating Council on
Science, Engineering and Technology (FCCSET)
Panel on Supercomputers recommended govern® -
ment stimulation of U.S. development to achieve
computer systems by 1990 of 200 times the power
of Class VI machines. With the Class VI benchmark
of 100 megaflops, the goal is within reach: The Cray '
XMP-4, on the same rating scale is one gigaflops;
the Cray 2 is on the same order; the ETA-10, when
design performance is achieved, will perform at 10
gigaflops. The Cray III and YMP are expected on
the market before 1990.




B. - Near Term Projections of _
Technology and Architecture vs.
Need

Technology Projections

Improvements in the technology of materials and
components are advancing computer capability.
Speed and density are increasing in both memory
and logic circuits. Forecasts are for 64-256 megabit
chips in the 1990's. Faster and more efficient signal
transmission resulting from emerging opto-elec-
tronic technologies is likely. However, the funda-
mental limits of physics remain. Transmission speeds
will never exceed the speed of light. Semiconductor

'packaging density improvements become more dif-

ficult as feature sizes approach smaller multiples of
atomic dimensions. Advanced fabrication tech-
niques such as x-ray lithography, are probably lim-
ited to a 0.1 micron design rule. Given these physical
limits on hardware, future advances are sought in
supercomputer architectures and software. Archi-
tecture has begun to evolve into multiprocessor su-
percomputer systems. The XMP-2 and XMP-4 have
2 and 4 processors respectively; the Cray 2 has 4
processors; and the ETA-10 has § processors. It is
expected that 16 or more processors will appear in
near-term new systems. Certain special purpose ma-
chines have many parallel processors. The Connec-
tion Machine, developed for DARPA, has 65,536
one bit processors. Another route to speeding up
computing is the ‘‘wide instruction™ architecture,
which decodes and executes several operations within
a single instruction at once to achieve a very fine-
grain parallelism. Appendix B describes a number
of parallel processor computers and indicates some
of the advantages and disadvantages with this type
of architecture.

Experiments with multiprocessor machines have
demonstrated that calculating speeds can increase
almost in direct proportion to the number of pro-
cessors for some applications. However, it is not
yet possible to determine the optimum configuration
of processors for all applications. Coordinating com-
plex multiple memory and processor interaction to
attack a complicated problem in science or engi-
neering is challenging. It appears that very sophis-
ticated software will be required to implement the
potential of multiprocessor machines. However, most
software today does not exploit the full capabilities
of present single processor vector machires. The
U.S. leads in many areas of software development;
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however, the Japanese also recognize the need for
software capability and support in order to develop
and market advanced machines. They have already
produced superior vector compilers, based in part
on U.S. research. In some markets of the computer
industry, future software sales are expected to ex-
ceed those of hardware. Such may never be the case
for supercomputers but (commercial) customer pur-
chasing decisions will clearly be influenced by the
software that is available for specific industry ap-
plications.

Increasingly, researchers require graphics software
and graphics displays to interpret the results of su-
percomputer calculations. In some cases the only
way to comprehend complex multidimensional phe-
nomena is via graphics rather than by scanning col-
umns of numbers. For some types of problem it is
also necessary to observe the change over time in
the simulated system, thus capability for motion pic-
tures (animated graphical output) is increasing im-
portant. Interesting output systems have been cre-
ated by interfacing a graphical workstation to the
supercomputer. The workstation functions as a
graphics postprocessor for the output generated by
the supercomputer and drives a color graphics dis-
play that can present several high-resolution frames
per second. Despite the attractiveness of this type
of system, the technology is still in its infancy and
will require much software development and system
interfacing before it will be generally useful. For-
tunately, the existence of standards for communi-
cations and graphics eases the interfacing problems.

Successful implementation of graphics displays will
dramatically increase the requirements for super-
computer capability. Today it can take several min-
utes to compute a single frame of a complex hydro-
dynamics calculation. As researchers learn the value
of animated displays they will demand closer to real-
time simulations in order to run several cases in
close succession.

Need

Reference 14 makes clear the advances in science
and engineering that have accrued from past im-
provements in supercomputing capability. The ex-
istence of machines with hundred-megaflop speed
and multimegaword memories has allowed, for the
first time, accurate treatment of important problems
in weather prediction, hydrodynamics, plasma
physics, stress analysis, atomic and molecular struc-
ture, etc. The emerging machines with 1-10 gigaflop



speed and 100-300 megaword memories will produce

similar advances.

Even at this performance level our ability to model
important science, engineering, and economic prob-
lems will be limited. Model formulations already
exist that would require teraflop (1000 gigaflops or
10'2 flops) speeds and equivalent improvement in
memory size for their solution. Fortunately,
achievement of this performance level in the next
five years appears to be a feasible goal, based on
credible extrapolations in processor capability,
number of processors, and software advances.?”

C. Emergence of Mini-
Supercomputers

Mini-supercomputers are entering the marketplace
from a growing number of start-up and established
firms. These new high speed machines, some de-
signed for specific classes of problems, some using
the same instruction sets as supercomputers, com-
pete cost effectively with supercomputers for cer-
tain applications. They achieve a cost advantage
over supercomputers by adapting less expensive,
slightly lower performance microcircuits that were
originally developed for other purposes. The prolif-
eration of mini-supercomputers will make less clear
the boundary between supercomputers and other
computers. At least one supercomputer manufac-
turer plans to market mini-supercomputers, similar
to their higher priced offerings, to address the lower
end of the supercomputer market.

The introduction of mini-supercomputers is likely
to expand sales of supercomputers. By acquiring
mini-supercomputers, new customers can gain €x-
perience with supercomputer applications at lower
initial cost. As their experience and processing re-
quirements grow, they will likely migrate to higher
performance supercomputers. Mini-supercompu-
ters employing the same instruction set as true su-
percomputers offer the additional advantage of run-
ning exactly the same operating system, compilers,
and applications codes. They are likely to be used
as high-end stand alone workstations or may be in-
terfaced to remote supercomputers for program de-
bugging or initial runs using coarser computational
grids. Experience gained from mini-supercomputers
with novel architectures (especially those with large-
scale parallelism) may indicate directions for future
supercomputer architectures. '
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The proliferation of mini-supercomputers will com-
plicate the implementation of U.S. export controls.
It will be increasingly difficult to argue that there is
a qualitative difference between supercomputers and

_lower .performance mini-supercomputers. Yet the

relatively simple technology employed by some mini-
supercomputers may make it difficult to control their
export.

D. Problems Facing U.S. Vendors

U.S. supercomputer manufacturers face four major
problems:

o Dependency upon their foreign competitors for sys-
tem components that may increase if the U.S. semi-
conductor industry or disk-storage industry de-
clines.

o Aggressive Japanese trade practices.

o Burdensome U.S. controls on supercomputer ex-
ports. .

o Large and growing capital resource requirements
for developing next generation supercomputer sys-
tems.

Component Problems

Cray Research and ETA Systems are relatively small
companies that rely on external sources for semi-
conductor components and peripheral devices. In
recent years this dependency has shifted from U.S.
sources to Japanese suppliers. Lack of domestic self-
sufficiency is a threat to future technical system de-
sign and manufacture. This growing dependency on
foreign sources becomes more troubling when the
foreign supplier is also an emerging competitor in
the supercomputer market. The Japanese have a
history of delaying or withholding technology in which
they are leaders from their American competitors.
For example, an American supercomputer manu-
facturer dependent upon a Japanese source for
memory chips receives chips inferior to those the
manufacturer provides for its own internal systems.

Similar cases have occurred in chip testers and in
fabrication equipment. This has been a serious prob-
lem for U.S. manufacturers, whose efforts to remain
in the lead require the latest and best component
and fabrication technology.

American supercomputer manufacturers are well
aware of the danger and have taken steps to reduce

-



their dependence on Japanese chip suppliers where
possible. Cray declined Fujitsu offers to develop
parts for the YMP (a successor to the XMP) and is
working with Fairchild instead. !¢ Fairchild was al-
most bought by Fujitsu. Cray is dependent on Fu-
Jitsu for much of the memory in the Cray 2. (The
importance of this dependency is underscored by
the fact that about one-third of the manufacturing
cost of the Cray 2 is in integrated circuits.) ETA has
achieved partial independence from Japanese sup-
pliers by obtaining MOS gate arrays from Hone-
ywell. Honeywell’s capability in gate arrays derives
from that company’s participation in the Depart-
ment of Defense’s very high speed Integrated Cir-
cuit (VHSIC) R&D program.

The smaller U.S. firms are also at a disadvantage in
acquiring computer peripherals, compared with the
large vertically integrated Japanese manufacturers.
Again, U.S. firms must source externally. More im-
portantly, future developments in rotating (disk)
storage are needed to match the capabilities of pres-
ent and future supercomputers. Advances in can-
didate technologies such as optical and magnéto-
optical disks are needed in order to provide the ter-
tiary storage and data transfer requirements for the
next generation of supercomputers. Supercompu-
ters are rapidly exceeding the capability of conven-
tional magnetic recording technology to provide ad-
equate input/output data rates. U.S. efforts to exploit
new developments in magneto-optical disk technol-
ogy are promising. However, the resources required
to develop these new technology and associated
manufacturing capability are high, while the market
associated with supercomputers is small. There is
little incentive for independent companies to take
the risk, and the development is too expensive for
small, domestic supercomputar manufacturers to fi-
nance.

Japanese Competitive Practices

The Government of Japan is engaged in a number
of practices in the supercomputer industry which
hurt the U.S. industry. For example, access by U.S.
supercomputer vendors to the Japanese home mar-
ket has been severely restricted. While industry an-
alysts rate U.S. supercomputers as superior to the
Japanese competition, only six such units have been
sold in Japan, and none to a government supported
agency or university. Seven years after establishing
a sales and support office in Japan, Cray Research
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has sold six out of sixty-four supercompiiters op-
erating in Japan, whereas Cray has a majority of the
supercomputer market in every other country. Do-
mestic companies such as NEC, Fujitsu, and Hi-
tachi appear to have the inside track when govern-
ment agencies solicit bids for supercomputer
contracts. The U.S. Trade Representative (USTR)
has recently negotiated a supercomputer market ac-
cess agreement with the Japanese government, but
the practical effect on market share remains to te
determined.

Export Controls on U.S. Manufactured
Supercomputers

Supercomputers clearly fall into the category of ad-
vanced technology with potential for military ap-
plications. Their export from the U.S. to Soviet Bloc
nations is controlled by the Coordinating Committee
on Multilateral Export Controls (COCOM). Their
export to non-aligned nations is controlied to avoid
the possibility of reshipment to unfriendly nations
or usage by unfriendly nations through access to the
importing country. Even export to allied nations is
controlled to assure that satisfactory user access
controls are in place.

Rigid application of export controls to aggregate high
technology exports from the US has been estimated
to cost the US economy $9.3 billion annually.!” Most
of the lost sales are picked up by other Western
nations. Approval of export licenses often takes more
than 100 days. Supercomputers are subject to as
much scrutiny as any other dual use high technology
product and obtaining an export license usually re-
quires several months. Even a supercomputer ex-
port to a western nation that is normally thought of
as a U.S. ally is subject to time consuming review.

U.S. supercomputer manufacturers state that they
are vulnerable to losing sales because foreign ven-
dors obtain export licenses from their governments
much faster and more easily. The foreign vendor
can assure faster delivery and less interference with
the customer’s operations. To date no example has
been cited for the loss of a US supercomputer sale
to a foreign buyer due to excessive delays and red
tape in the export control process. However, there
is clearly considerable room for improvement and
the current situation is a marketing hardship for
American firms.

NATO members, as well as France and Japan, agree
that militarily significant advanced technology should



not be transferred to the Communist Bloc and have
cooperated through COCOM to prohibit such su-
percomputer sales. However, there is no agreed-to
policy concerning export to non-aligned countries.
Do we sell supercomputers to non-aligned coun-
tries, with risks of subsequent resale or military di-
version? Should one distinguish between supercom-
puters and relatively ordinary computer technology
available from sources in other countries? The de-
velopment of mini-supercomputers and mainframes
with vector processing capability allows militarily
significant calculations to be carried out on much
smaller, cheaper computers. Should their sale be
prohibited or access to them controlled? It has proven
to be extremely difficult to establish a workable pol-
icy, agreed to by all exporting countries, that would
control the transfer of critical capability to potential
adversaries.

E. U.S./Japan Semiconductor
Trade Agreement

In September 1986, the U.S. and Japan signed an
agreement on semiconductor trade. The chip accord
forbid Japanese chip manufacturers from selling
DRAMS below fair-market values, as calculated by
the U.S. Department of Commerce. The values are
supposed to reflect each Japanese producer’s cost
of production plus an 8 percent profit margin.

The ‘short term impact of the agreement has been
to raise the price to U.S. supercomputer manufac-
_tufcrs of chips that are available solely from Japa-
nese sources. This puts U.S. produced supercom-
puters at a cost disadvantage compared with Japanese
produced machines. As memory size grows and
memory becomes a larger fraction of the total ma-
chine cost, these cost differences assume increasing
importance in the competitive picture.

V. Analysis of Japanese
Supercomputer Industry

A. Japanese Progress Since 1983

The 1983 FCCSET report stated that ‘*The Japanese
have begun a major effort to become the world leader
in supercomputer technology, marketing, and ap-
plications.”” Most of the analyses and projects ad-
vanced in support of that statement have proven to
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be accurate. Japanese supercomputers have entered
the marketplace with better performance ‘than ex-
pected. Japanese supercomputer manufacturers have
attained world leadership in high speed, high density
logic and memory microcircuits required for ad-
vanced supercomputers. Japanese manufacturers,
universities, and government have demonstrated the
ability to cooperate in developing and marketing su-
percomputers. Because of their size, Japanese su-
percomputer manufacturers have much greater fi-
nancial strength than their American counterparts
and have already demonstrated their willingness to .
engage in ‘‘anticipatory pricing’’ (selling below cost)
to gain entry into new markets.

In 1983 Fujitsu, Hitachi, and Nippon Electric Com-

_pany (NEC) announced supercomputers with peak

performance stated to exceed that of a Cray 1. The
Fujitsu and Hitachi computers would have the added
advantage to some customers of executing the IBM
instruction set for compatibility with IBM systems
and applications codes. By 1986 each of-these com-
puters had been installed and benchmarked, in some
cases by American researchers running “real’” ap-
plications codes as opposed to small demonstration
kernels. Although the results differ from case to case
because of varying hardware and compilers, in gen-
eral the Japanese supercomputers are very com-
petitive with their American counterparts.

The first supercomputers from each of the Japanese
manufacturers were installed in national universities
supported by Monbusho, the Ministry of Education,
Science and Culture. The Fujitsu computer was in-
stalled at the Institute for Plasma Physics at the
University of Nagoya, the Hitachi computer at the
University of Tokyo, and the NEC computer at the
Institute for Laser Electronics, University of Osaka.
These ‘‘beta test’’ sites provided early exposure to
a sophisticated scientific population. In each case
the vendor provided extensive on-site support to the
university computer center and received rapid feed-
back on user experiences and improvements. Be-
cause both the Fujitsu and Hitachi computers used
IBM compatible front ends and executed the IBM
instruction set for scalar operations, a large number
of systems and applications codes were quickly
adapted for use on these supercomputers.

User reports indicate that both the hardware and
software of these computers are very reliable, roughly
up to the level of Cray’s offerings. To date there
are fewer applications codes available, but sophis-
ticated users tend to write their own codes to solve




problems at-the frontier of science. A surprise to

American observers has been the sophistication of
the Fujitsu vectorizing FORTRAN compiler. All
modern supercomputers employ ‘‘vector’’ proces-
sors to speed up performance on ordered data. Vec-
tor processors apply the same instruction to an or-
dered array, but it can be difficult for a compiler to
recognize code in which vectorization is possible.
The Fujitsu compiler is one of the most sophisti-

- cated available in this regard, and its sophistication

effectively increases the speed of the Fujitsu VP
series. The research on which the Fujitsu compiler
is based was performed at the University of 1llinois
and Rice University with funding from the U.S.
Government.

All three Japanese supercomputer vendors have in-
creased their market share in semiconductor man-
ufacturing, providing not only the chips needed for
their own supercomputers, but also many of those
used in American supercomputers. The Japanese
supercomputer vendors are now at the leading edge
of semiconductor technology and have the capabil-
ity to design and fabricate specialized chips for their
own use.

One area where the Japanese lag is in paraliel pro-
cessing. Parallel processing involves using several
independent arithmetic processors to compute dif-
ferent elements of a problem simultaneously. This
is the analog of a team of horses that works together
to pull one carriage. U.S. supercomputers built by
Cray Research have incorporated up to four pro-
cessors since 1985 and will soon contain up to six-
teen processors. The ETA-10 built by CDC/ETA
has eight processors. To date, the Japanese have
not announced supercomputers with parallel pro-
cessors, although it is known that they are working
to develop them. Parallel processing is much like
vectorizing. Rethinking and recoding are required
to take advantage of the theoretical performance
improvement. Applications programmers have been
learning for ten years how to vectorize code; pos-
sibly they may take that long again to learn how to
parallelize code. To date, Cray has offered only ru-
dimentary software tools to assist programmers in
parallelizing code, and very few applications codes
presently exploit parallel processing. In the near term,
parallel processors are likely to be used as a collec-
tion of tightly coupled individual computers, with
each processor running a different code. If this proves
true, the Japanese can compete on the basis of single
processor performance and cost. History suggests
that this will be the case: when the Cray 1 was
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introduced, its immediate competitive advantage was
not its ability to vectorize, but rather the fact that
its scalar speed was twice as fast as its competition.

B. Current Status of Japanese
Supercomputer Industry

Three Japanese companies currently offer super-
computers: Fujitsu, Hitachi, and NEC. All three
companies are giants compared with Cray and CDC/
ETA; each offers a broad line of computers and
other electronic products. Both Fujitsu and NEC
have recently begun to offer supercomputers for sale
in the U.S., Fujitsu through Amdahl (of which it is
part owner) and NEC through Honeywell. To date
only one Japanese supercomputer has been installed
inthe U.S., aNEC SX-2 provided at a large discount
from list price to the Houston Area Research Center
(HARC). The SX-2 is the fastest single processor
machine in the world, with speeds up to 1300 me-
gaflops. Announcement of a multiprocessor version
of the SX-2 is expected in 1988.

The Japanese supercomputer manufacturers gain a
great advantage over their American counterparts
by producing their own microcircuits. In fact, these
companies are world leaders in manufacture of mi-
crocircuits, with NEC, Hitachi, and Fujitsu ranked
number 1, number 2, and number 7 in the world,
respectively, as semiconductor manufacturers.'® Of
even greater importance is the fact that, because
they are world leaders in these microcircuits, they
are the major source of supply for their American
competitors. For example, virtually all of the mem-
ory chips and half of the logic chips in the Cray
X-MP are purchased from Fujitsu, and there is no
satisfactory American second-source for many of
these circuits.

Effective control of Japanese companies rests more
with the banks as stock holders as well as lending
institutions than with individual investors. Because
of the general Japanese business environment, Jap-
anese manufacturers are under less pressure to in-
crease near-term profits than their American coun-
terparts and are able to focus more on long-term
research and development. Generally, the debt/eq-
uity ratios of Japanese companies are much higher
than for American companies.”

C. Role of Japanese Government

As in other industries, the Japanese government plays
several roles in the supercomputer industry: funding



source for R&D, leader in developing industrial and
export policy, and provider of “‘beta test’’ sites at
its universities and laboratories. Each of these roles
has benefited the Japanese supercomputer industry
in demonstrable ways.

Although the overall Government share of R&D in
Japan is relatively small compared with the U.S.
(only about 25 percent of total R&D), it is targeted
towards areas considered to be critical to the Jap-
anese economy.

MITI Involvement in Information-Related
Technology Development

Appendix G contains a translation of an article en-
titled *“MITI Involvement in Information Technol-
ogy Development’’ which describes Japan’s Gov-
ernment support of supercomputer R&D. A summary
follows:

Summary

Information technology is developing into a leading

Japanese industry. MITI support of the computer -

industry can be traced back to the Industrial Testing
Grant in 1950. Until the 1980's MITI supported R&D
was of a ‘‘catch up with the West” mentality. Now
there is a shift to support of long-range high risk
R&D that is deemed too expensive for the private
sector. Overall, MITI tries to support research in
fields that are critical to the Japanese economy. The
Fifth Generation Computer Project is an example
of the new emphasis. This 10 year project is intended
to supplant the fourth generation VLSI compulers
with a revolutionary new computer. It began with
surveys in 1979 and R&D work commencing in FY
1982. Current annual funding is about $130 million.

Information technology accounts for about 15 per-
cent (about 3150 million) of the MITI FY 1986 and
FY 1987 budget. The level of support reflects MITI’s
belief that information technology is important for
the future of the Japanese economy.

Other major MITI supported projects include an
effort to build systems that can use a diverse variety
of databases in text, graphics, video and audio
(Computer Interoperable Database System) and a
program to stimulate the development of the soft-
ware that is needed to fully utilize new computer
systems. (System for Industrializing Software Pro-
duction-Sigma System).

A planned MITI supported activity is to promote
international cooperation in order to counter criti-
cism that Japan is getting a free ride by applying
technology developed in the West. The approach is
to undertake and aggressively publicize basic re-

" search projects.
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The report states that the Japanese Government
supports only 25 percent of technological develop-
ment which is lower than in western nations. In-
creasing this percentage is an “‘urgent necessity,”’
but the government’s tight budget makes direct
funding difficult. Hence, the Japanese private sec-
tor will be relied on for the bulk of technological
progress. The specially licensed corporation called
the Key Technology Center, which was formed with
private financing in 1985 is seeking to engage pri-
vate enterprise in basic research.

Strengthening supercomputing is such a priority, and
the Ministry of International Trade and Industry
(MITI) supports several research projects with in-
dustrial and university involvement. Examples of
Government funded R&D related to supercomput-
ing include the $100 million Super-Speed Computer
Project funded by MITI with research performed by
Fujitsu, Hitachi, NEC, and other Japanese com-
panies, the Next-Generatien Industries Project to
develop advanced components needed by Japanese
supercomputer firms, and the Fifth-Generation
Computer System Project with annual funding of
about $36 million. (See Appendix G.) By compari-
son, virtually the only industrial computing R&D
funded by the U.S. Government is for defense pur-
poses. The reduction of corporate risk by govern-
ment funding and by cooperative R&D is considered
by some students to be the major single Japanese
competitive advantage.

The Japanese Government has targeted information
technology generally, and supercomputing specifi-
cally, for national leadership and development of
export markets. The Government (especially MITI)
has been quite successful in its previous efforts to
steer Japanese industry in preferred directions such
as consumer electronics and semiconductors. For
the supercomputer industry the Government has ex-
pedited export approval, which usually takes only
a few days, and has protected the Government sec-
tor of the Japanese marketplace from American su-
percomputers.

National universities funded by Monbusho (The
Ministry of Education, Science and Culture) provide




hospitable ‘‘beta test’ sites (friendly users of new
machines) for Japanese supercomputers, with each
major vendor having a continuing relationship with
a particular university: Hitachi with the University
of Tokyo, Fujitsu with Nagoya University’s Insti-
tute for Plasma Physics, and NEC with Osaka Uni-

versity’s Institute for Laser Electronics. As each

new supercomputer is developed it replaces the pre-
vious high-end model at that university. On site ven-

_ dor personnel work with university scientists to cor-
rect bugs and improve performance before the
computer is released into the commercial market-
place. Japanese supercomputer manufacturers give
very large discounts to these university sites, rang-
ing up to 80-90 percent off list prices.

D. Near-Term Projéctions of
Japanese Capability

Recent progress in Japan’s supercomputing industry
plus analogies with other industries allow a near-
term projection that should be fairly reliable. It has
been made clear in public statements that super-
computing is a targeted industry and that Japanese
vendors will employ very aggressive marketing tac-
tics buttressed by their formidable economic strength
and existing marketing arrangements with U.S.
companies. Japanese leadership in components will
probably increase because of the relative R&D ex-
penditures and capital investments of Japanese and
U.S. semiconductor manufacturers. A serious near-
term threat would be the withholding of leading edge
logic and memory technology by Fujitsu, Hitachi,
and NEC to secure competitive advantage for their
supercomputers. R&D successes may allow Japa-
nese companies to bring new semiconductor tech-
nologies to the supercomputer. For example, al-
though the Cray 3 may be the first supercomputer
“to use high speed gallium arsenide chips, the Jap-
anese are devoting more R&D to develop gallium
arsenide and related high speed semiconductors. They
have also maintained significant R&D in supercon-
ducting Josephson junction gates, whereas until re-
cently the U.S. has largely abandoned this field.
The recent discovery of high temperature supercon-
ductors could make very high speed, low power,
supercomputers based on Josephson junction
technology possible, operating at liquid nitrogen
temperatures. Since ETA has already demonstrated
the use of liquid nitrogen to cool a silicon based
supercomputer, the Japanese might be able to de-
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velop a Josephson junction computer in a relatively
few years.

VI. Findings and .

Recommendations
A. Findings

A vigorous domestic supercomputer
industry is essential for maintaining U.S.
leadership in critical defense areas and in
areas important for our civilian economy.

U.S. leadership in many critical technology areas
has been based on leadership in developing and ex-
ploiting supercomputers. This leadership would be
jeopardized by dependency upon other countries for
supercomputers.

Supercomputers play a vital role in R&D of weapons
systems. Emerging parallel processors are likely to
be the nerve centers for the Strategic Defense Ini-
tiative. Loss of a strong domestic supercomputer
industry would make us dependent upon other coun-
tries to develop and supply these critical tools for
our defense.

Supercomputers have developed into a vital part of
our science and technology infrastructure. Com-
puter simulation is approaching equal footing with
theory and experiment in research. The potential
for faster supercomputers to contribute to the basic
research funded by the Federal government is enor-
mous.

The growing importance for industrial application
makes supercomputer leadership vital for industrial
competitiveness. Government use of supercompu-
ters has spawned industrial applications that confer
competitive advantage to the user. Industrial appli-
cations now constitute more than half of the super-
computer market and contribute importantly to U.S.
industrial competitiveness. This is partly a conse-
quence of effective technology transfer from the fed-
eral laboratories that use supercomputers.

U.S. supercomputer leadership is
threatened

The U.S. currently leads the world in research, de-
velopment and use of supercomputers. However, at



present, the US supercomputer industry consists of
only two small companies, with other.small com-
panies developing advanced architectures that may
become tomorrow’s supercomputers. It will be dif-
ficult for. these companies to continue to compete
successfully against large vertically integrated Jap-
anese companies. The Japanese Government has
targeted information technology and supercompu-
ters as national growth areas, and MITI is funding
cooperative R&D projects with Japanese manufac-
turers. Japanese markets are difficult for U.S. su-
percomputer manufacturers to penetrate, while
American markets remain open. The American su-
percomputer manufacturers are dependent on their
Japanese supercomputer competitors for essential
semiconductor components, who are assuming world
leadership in integrated circuits.

The Federal Government has retreated
from its historic role as ‘“friendly’’ buyer
of supercomputers.

The Federal government first recognized its need
for high performance computers during World War
II. In the 1950’s and 1960’s weapons design and
other defense needs, as well as the growth of gov-
ernment support of basic research, made the Federal
government the major purchaser of supercompu-
ters. At this time federal policy allowed the purchase
of innovative new machines that were sold with very
limited software. Talented individuals at the labo-
ratories, principally Lawrence Livermore and Los
Alamos National Laboratories, developed the nec-
essary software and provided initial operating ex-
perience. Much of this software then became gen-
erally available for other purchasers of the machines
and the operating experience helped less sophisti-
cated customers to determine the value of the new
computers. This “‘friendly”’ buyer support has suc-
cessfully spawned a plethora of private sector ap-
plications of super-computers. Now industry buys
more thar half of the new supercomputers.

Procurement constraints and the growth -of private
sector demand for supercomputers have contributed
to the the Federal governments retreat from its role
of “‘friendly”” buyer. However, supercomputers have
continued to grow in importance to national defense
programs. The emergence of complex new super-
computer architectures presents additional chal-
lenges to their effective application. Loss of the abil-
ity to test these new computers in sophisticated
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environments slows the pace of development and
confers a competitive advantage to Japanese sup-
pliers with their university test sites.

- U.S. leadership in parallel processing is a

key ingredient for maintaining
supercomputer leadership

For the past three decades, large scale scientific
computers have been designed around a central pro-
cessor that performed operations sequentially to
produce the desired result. This computer architec-
ture has witnessed a tenthousand fold increase in
speed since 1960. However, solid state electronic
components are now approaching fundamental
physical limits of the speed that they can provide
for the conventional sequential processor approach.

Multi-processor machines can perform more than
one operation at the same time, i.e., in parallel. At
present, parallel processing architecture is the most
promising approach to producing significantly faster
supercomputers. The U.S. is now the leader in the
development of parallel processing hardware and
software. Exploiting parallelism effectively presents
formidable challenges. If properly employed, U.S.
skill and experience in these areas can help to pre-
serve national supercomputing leadership.

Needs of the supercomputer industry must
be considered in formulating trade policy.

Some aspects of U.S. trade policy have had unin-
tended negative impacts on the U.S. supercomputer
industry. The recent U.S./Japan semiconductor chip
agreement has resulted in increases in prices of some
chips for which the supercomputer industry has no
other source. It appears that policy makers com-
pleted the agreement without seeking the views of
the US supercomputer industry. This has been
counterproductive to our national trade objectives,
because the agreement made it more difficult for
U.S. companies to compete in certain product areas.

National security controls placed upon the export
of supercomputers and related products have placed
U.S. companies at a competitive disadvantage with
respect to foreign manufacturers in certain markets.
Typically U.S. supercomputer manufacturers ex-
perience much longer delays in obtaining export li-
censes than their Japanese competitors.




B. Recommendations

The U.S. Government should provide an
environment favorable for a vigorous
domestic supercomputer industry.

Supercomputers have become an essential tool in’
'scientific and engineering research. This research,

in turn, supports our technological edge in national
security and industrial competitiveness. Supercom-
puters are vital for weapons design, intelligence
analysis, weather modeling, and many other areas
of recognized national interest. Key industries such
as petroleum, automotive, electronics, chemical and
aerospace are finding supercomputers essential for

' remaining competitive. Numerical experimentation,

using ever more powerful supercomputers, is de-
veloping into a complement to the theoretical and
experimental methods which have been the corner-
stone of modern technological progress.

Japan has been strengthening its national commit-
ment to supercomputer development since 1981. The
large, vertically integrated Japanese supercomputer
manufacturers are making great strides toward over-
taking the two, relatively small, U.S. manufactur-
ers. American preeminencé in supercomputers is
clearly threatened. :

It is inconceivable for the US to accept dependence
on another country for computers that are so critical
for national defense and economic competitiveness.

The Federal Government should return to
its role as a ““friendly’’ buyer of the latest
supercomputers.

¢ Government agencies should budget for acquisition
by their laboratories and contractors of prototype
or ‘‘serial one’’ models of new supercomputers that
offer potential for improving their research pro-
ductivity.

¢ These initial acquisitions should not require com-
plete operating systems and applications software
typical of production computers.

Since the 1950’s, the Federal government has pur-
chased the first, or one of the first of each new large
scale computer system with minimal operating soft-
ware and no applications software. Profits from the
sales of one generation of computers financed R&D
for the next generation. The laboratories, particu-
larly Lawrence Livermore and Los Alamos Na-
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tional Laboratories, developed substantial amounts
of software required to make the machines into use-
ful systems. This ‘‘friendly”’ buyer role stimulated
the private sector to develop even faster supercom-
puters that have maintained in U.S. preeminence.
The current market for supercomputer is smail and
development costs are large. At present, there are
only two US manufacturers of supercomputers: Cray
Research Inc. and ETA Systems Inc.

The Federal government still accounts for nearly
half of all supercomputer sales. Current government
programs require supercomputer capability far in
excess of what is available today. Within this decade
programs in nuclear weapons design, aerospace,
weather prediction, fusion research and many areas
of fundamental R&D will require computers of ca-
pability hundreds of times greater than what is avail-
able today. The development of the advanced de-
signs is too risky for the small US industry to
undertake without assurance that their new ma-
chines will be purchased.

The Federal Government should make
federally developed software when passible
available to the private sector.

® Manufacturers should be expected to develop soft-
ware for production computers, but software de-
veloped by government laboratories for prototype
computers should be transferred to the private sec-
tor when national security concerns allow.

The U.S. Government should carry out a
coordinated long range R&D program in
supercomputer applications, software, and
investigation of advanced computer
architectures.

® A primary objective is to ensure continued private
sector development of supercomputers that are re-
quired for use in Federal programs. (Current na-
tional defense and basic science and engineering
and programs could benefit significantly from faster
supercomputers.) The program should also be based
on an anticipation of future needs. The program
will have the beneficial by-product of aiding the
development of supercomputers for other industrial
applications.

¢ The program should build upon existing govern-
ment-supported efforts.

e Major scientific and engineering challenges should
serve as a focus for effort,



e Advanced computer architectures should be devel-
oped.

e A 1000 fold improvement in applied computational
-capability in five years should be a short-term goal.

o R&D should address algorithms, both systems and

applications software, and peripherals for future

supercomputers.

A long range research program is justified by the
importance of US supercomputer leadership for na-
tional defense and industrial competitiveness. The
requirements of government programs result in the
Federal purchase of nearly half of all supercompu-
ters. The Federal government remains a major user
of supercomputers.

The needed research is long range and high risk that
has potential for a high return in the future. The US
industry, which consists at present of only two small
companies, is not capable of funding the research
needed to keep ahead of their large Japanese com-
petitors which have priority Japanese government
support.

The recommended program should provide a co-
ordinated enhancement of existing Federal pro-
grams. Emphasis would be on supporting private
_sector R&D.

There are numerous scientific and engineering prob-
lems in existing Federal programs that could provide
grand challenges that would focus federally sup-

ported research programs. Supercomputers enable
researchers to tackle problems that were previously
too complex and time consuming to attempt. Weather

~ prediction, climate modeling, ocean circulation and

the build up of carbon dioxide in the atmosphere
are examples of areas where the pace of progress is
dictated by the speed of available computers. In-
dustry has rapidly applied the computers developed
for Federal programs to a diverse array of private
sector application.

Because the speed of electronic components are be-
ginning to approach fundamental limitations, the
major improvements in computational speed will
probably come from different architecture. The
United States currently leads the world in parallel
processing, the most promising new computer ar-
chitecture. However, Japan has identified this area
for a focused effort. The development of novel
architectures represents a high risk, high pay off
effort for which the small US industry lacks ade-
quate financial resources.

A 1000 fold improvement in applied computational
capability represents an achievable goal that is con-
sist with the rate of progress in the past.

An investment in algorithm and software develop-
ment is an integral part of any large scale compu-
tational program. Federal laboratories represent a
valuable resource of technical expertise in software
and algorithm development.
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-1. EXECUTIVE SUMMARY

Purpose, scope, and method, This report is being prepared at the request of Dr. James-
Decker, on behalf of the Federal Coordinating Council on Science, Engineering, and chhnology
(FCCSET). The deadline for the report is February 28, 1987, a month in which the author is on
travel for 20 of the 28 days, so this report is necessarily brief and incomplete (including incomplete
editing). The method employed in this report is that of a situation audit, which is conceptually a
matrix: on the left side are strengths plus resulting opportunities and weaknessess plus resulting
problems; on the top arc the relevant firms from the U.S. (Cray Research, Inc. (CRI), and
CDC/ETA Systems) and Japan (Fujitsu, Hitachi, and NEC). We have not included IBM in this
report, because their position is somewhat ambiguous: the IBM 3090VF is not considered a
supercomputer by IBM for purposes of avoiding export controls, but it is considered a
supercomputer by IBM when certain customers are being approached. In the long term, IBM
should probably be included in this kind of analysis.

Background. In 1983 two Japanese firms (Fujitsu and Hitachi) began early deliveries of
supercomputers in Japan, and in 1985 NEC began deliveries of their supercomputer. Prior to this
time, the supercomputer market had been a small and exclusively American market, with only Cray
Research and CDC offering such computers. In 1983 CDC formed a2 new small company, ETA,
to develop their next generation of supercomputers; CDC is the primary stockholder in ETA, so
this company is sometimes referred to as CDC/ETA or simply as ETA. The American and
Japanese firms are quite different: CRI has revenues of a few hundred million dollars per year and
ETA is stll just a startup company, whereas the Japanese firms have annual revenues on the order
of $10 to $20 billion. The American firms are not semiconductor manufacturers and must depend
on other companies for their components, whereas the Japanese firms are all world leaders in
merchant semiconductor manufacturing. On the other hand, because the American firms were in
this market before the Japanese firms, they had a market share advantage, so the problem for the
American firms was to hold their market share, whereas the problem for the Japanese was a matter
of penetrating an cxiéting market. The Japanese firms enjoy several structural advantages, the
most important of which is the "partnership economy" of Japan, in which the government and
industries of Japan work as partners in promoting industrial expansion. In the U.S., the
govcrnm'"cnt and i‘ﬁdustry are often adversaries, with the most obvious example being export
controls which constitute a major problem for the American firms but not for the Japanese firms.
Since their entry into this market in 1983, the Japanese firms have been most successful in Japan,
with Fujitsu leading in installing computers there, at last report about 30. None of the Japanese
firms has so far been particularly successful in the international market; Fujitsu has been the most
aggressive, but NEC (whose motto is Anack!) is now supplanting Fujitsu as the most aggressive



TP R I

A-2

in international supercomputer marketing. Hitachi has limited their supercomputer marketing to .
.]apah. ‘ '
S_mmngn_au_dn The reasons for the ability of the American firms to hold their market share
in the face of competition from such strong Japanese firms include (1) market share, (2) technical
leadership, and (3) an existing marketing infrastructure.” All other things being equal, a large
market share tends to be self-perpetuating because of repeat orders, compatibility considerations,
the desire of customers to collabore with other sites having the same type of computers, and a large
and stable base of system and application software. The task facing the Japanese firms is to attack
the phrase "all other things being equal.” The strengths of the Japanse firms that might change this
assumption include their strong semiconductor development capabilities, which can be used to
develop advanced components one to two years before the American firms, and their financial
strengths, which can be used to "buy” contracts away from the smaller American firms who cannot
afford the heavy discounts being offered by the Japanese firms. If this competition were being
conducted wholly within the U.S., antitrust laws would prevent the Japanese firms from using
many of their marketing strategies such as "anticipatory pricing” (selling below cost), but in the
international market, no such rational protections exist.

Specifically, the strengths of Cray Research include a market share of about two-thirds of
current supercomputer installations, technical leadership in parallel processing which they began in
1982, a rich base of application and system software, and a strong marketing and technical support
infrastructure. Their primary weakness is their dependence on other firms to provide the high-
performance logic and memory components they need for new generations of supercomputers.
CDC/ETA has a smaller, but not inconsiderable market share of some thirty-odd machines, which
will be an advantage to them in marketing their new machine, the ETA0, They have long
experience in developing supercomputers and hence a strong and knowledgeable staff. Their
weaknesses include the fact that they have no current product to sell, with the ETA0 hardware and
software still being in development and their Cyber 205 being obsolescent; their status as a startup

- company with little or no income; and their dependence on other firms for advanced components.

The specific strengths of the Japanese firms include their leadership in semiconductor
manufacturing, which should give them a timing advantage in developing new generations of
supercomputers; the support they receive from the Government of Japan in the form of
government-supported research projects and avoidance of cprrt licensing problems; and their
financial strengths which can be used to support deep cuts in pricing (referred to as "anticipatory
pricing”). Their weaknesses include a small market share, immature software, incompatibility with
most supercomputer users, lack of credibility for software and maintenance support, and
architectural obsolescence (marketing serial processors in a world rapidly moving toward paralle!

processing).
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ﬁ ,S,gmgg The “first round” of international ‘competition in supercomputing must be
conceded to the American firms, primarily Cray Research. Japanesc successes have been limited
largely to Japan where cultural preferences have made it easy for the Japanese firms to corner that
market. There are widely circulated rumors of a new generation of supercomputers from the
Japanese firms being introducted in 1987, although no formal announcements have been made.
Both Cray Research and ETA Systems also plan to offer new computers in 1987, so it is possible

~ the "second round” will still be a wash, unless there are some big surprises from the Japanese
firms. It is in the long term that the Japanese advantages of component development, financial
strengths, and government relations will be most evident. To survive, the American firms must
somehow gain access to timely development of high-performance logic and memory components
independent of Japanese firms, and it is not yet clear how they will do that. Collaboration with
some small "niche vendors" seems to offer the best hope at the moment. The American firms also
need to somehow counter the Japanese advantage in government relations. Whether this should
take the form of direct government support as in Japan, or merely removing governmental barriers
such as export control delays, is a topic on which there is agreement only on the latter point.



2. INTRODUCI'ION ,
2.1 Purpose. The purpose of this report is to conduct a brief "situation audit” of compctitioﬁ
between Japan and the USA in the supercomputer industry. Prior to 1983, the supercomputer
market had been exclusively Amercan for about twenty years, with the last supercomputer
marketed by a foreign country being the British ICL Atlas from the early 1960s. However, in
1983, two Japanese companies, Fujitsu and Hitachi, began deliveries in Japan of supercomputers
whose performances were within about a factor of 2 of the performance of the leading American
supercomputers, and in 1985, NEC began deliveries of computers that were faster than the Fujitsu

and Hitachi machines by about a factor of 2. As shown in Table 1, these products—the so-called

"Developing Generation"—-were the result of earlier developments--the so-called "Embryonic
Generation"—by these companies.”

EMBRYONIC DEVELOPING
GENERATION GENERATION
FUJITSU « FACOM 230-75 APU » VP-100/200/400
-- 1977 -- 1983
-- 22 MFLOPS - 250/500/1000 MFLOPS
(peak)
— Shared main memory
— Fully pipelined
- 1972 vector registers
- AP Fortran
HITACHI o M-180 and M-200 w/IAP » S810/10 and 20
-- 1978 and 1980 -- 1983
- 24 MFLOPS - 315/630 MFLOPS
— Vectorizing compiler (peak)
— Shares func. units w/CPU
NEC > ACOS 1000 W/IAP * SX-1 and SX/2
-1981 - 1983
-- 77 MFLOPS -- 570/1300 MFLOPS*
(peak)_

Table 1. Embryonic and Developing Generations of Japanese Supercomputers.

The "LAP" refers to an "Integrated Array Processor” that was an arithmetic accelerator

attached to the mainframes. Thus, these companies did not, as often believed, suddenly begin
producing supercomputers, but had been working on vectorizing units and their software for
several years. Both of these generations borrowed ideas from prior American designs, including

-_—
-
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the CDC Star-100, the Cray-1 and the CDC Cyber 205 Since the introductions of the Japanese
products in 1983 and 1985, several products have been added on the low end of the cost and
performance range. |

It is anticipated that the third generation of Japanese supercomputers—presumably a "Mature
Generation"-will be forthcoming in the next_year or so. Very little information but lots of rumors
have been circulated concerning these machines.

_ 2.2 Scope. The scope of this report is severely limited by the time constraints allowed for its
preparation, so it is mostly an incomplete digest rather than a complete and detailed report. Further
information can be obtained by checking the sources noted in Section 7, References and
Bibliography.

2.3 Method. This report is a situation audit, with emphasis on key issues facing the
competitors and their host countries. We include not only the usual marketing and technical issues,
- but also the "structural” issues that are crucial for understanding any competitive situation with_
respect to Japan. This is often referred 1o as "The Japan Problem."

mnmgmm To clarify the class of computers under discussion, we include two
taxonomies. Figure 1 is a partial taxonomy of high-performance scientific computers that shows
the three main éatchries of such machines: research, special-purpose, and general-purpose. We
shall be concerned here with general-purpose high-performance computers. Within that category
are three types of computers: supercomputers, high-end mainframes, and "mini-supers.” Although
there is some overlap in the performance ranges of these types of computers, the supercomputers
as a class outperform the other two types of high-performance computers and this category is the
subject of this report.

Within the category of supercomputers, there are three "classes” often referred to, as shown
in Figure 2. The performance ranges shown are only approximate, of course. Supercomputers by
their nature have very broad performance ranges compared to other kinds of computers, and the
overlap of the performance ranges for the three classes is deliberate. Whereas the first two classes
of supercomputers represent machines that have already been delivered (or are reasonably close),
none of the Class 7 machines have been delivered, and these are merely announced plans of the
companies whose products are shown.. The new generation of Japanese supercomputers will
presumably fit into the Class 7 category.
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Supercomputers

General purpose High-end mainframes
Mini-supers
High-performance . Special purpose
Computers
Research

Figure 1. Partial Taxonomy of High-Performance Computers.

- _CRAY-3, Y-MP
CLASS 7 :

{500 - 10,000 mrLops|-ETA10C

CRAY-2,_X-MP/4.2

NEC SX-2,1

[50 - 1000 MFLOPS] | \7acH! S810720/1

FTA-10F

CRAY-1 X-MP/1

DG Cyber 208
CLASS 6 NEC SX-1E
{5 - 100 MFLOPS]

FUJITSU VP-50,30
| HITACHI S810/5

| ETA-PIPER

-
Figure 2. Taxonomy of supercomputers. -



3. MARKETING ISSUES
3.1 Market share. Figure 3 shows the share of the supercomputer market held by Cray
Research, CDC/ETA, and the Japanese companies as of mid-1986.

SUPERCOMPUTER MARKET

JAPAN
CRAY RESEARCH
CDC/ETA 64%
18%

Figure 3. Shares of the supercomputer market as of mid-1986.

The percentages shown here are continually changing, of course, but it is roughly true that
Cray Research sells about two-thirds of the supercomputers in the world, and the other third is
divided between the three Japanese companies and CDC/ETA. Or, to put it another way, since the
Japanese began delivering supercomputers in 1983, they have captured roughly 18 percent of the
market. However, a basic principle of marketing is that a large marker share tends to be self-
perpetuaring, because of the commitment of the customer to the particular product, where in this
context "commitment"” includes such things as applications codes, user competence and training,

operational skills, and site installation. These commitments are reflected in repeat orders, a rich
body of application and system software, and collaboration with other sites using compatible

computers. And while this is true of computers in general it is true of supercomputers in
particular. The reasons for this lic in the effort needed to prepare applications software for these
computers and the rich set of software that the customers can obtain with a minimum effort or
expense. More software exists for the computers having large market shares because there are
more users and more third-party software vendors developing such software for these computers.
This is true of IBM’s large share of the mainframe market and Digital Equipment Corporation's
share of the minicomputer market, as well as Cray Reasearch's share of the supercomputer market.
Thus, Cray Research's large market share is one reason the Japanese companies have not made
more progress than they have in penetrating the supercomputer market.

3.2 Timing. Another reason Cray Research has been able to hold off this intense competition
from powerful Japanese companies is found in the timing of recent introductions. Cray Research
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introduced the Cray-1 in 1976, and this machine had-essentially no competition for about five years
and only minimal competition for some after that until the internal competition created by the
introduction of the Cray X-MP/2 in 1983. The Japanese vendors targeted the Cray-1 as the
computer their computers should exceed in performance. However, by the time Fujitsu and
Hitachi entered this market in 1983, Cray Research had introduced in 1982 a newer and more
powerful product line, the Cray X-MP/1 and Cray X-MP/2, with one and two processors,
respectively. The single-processor X-MP has about the same performance as the Fujitsu VP-200
in general-purpose computing, and about twice the performance of the Hitachi $810/20. Thus,
these Japanese computers were indeed faster than the Cray-1, but this was no longer the relevant
comparand by the time the Japanese products were introduced. ‘

A similar situation occurred when NEC introduced the SX-2 in 1985. This computer was
faster than the other Japanese supercomputers by about a factor of 2. However, by the ime NEC
introduced this computer Cray Research had introduced both the four-processor X-MP/4 and the
four-processor Cray-2, thereby effectively preempting the NEC introduction.

During this period, Control Data Corporation, the vendor of the Cyber 205 (a computer
roughly in the same performance category as the Cray-1) formed a new subsidiary, ETA, to design
the next generation of supercomputers, generically referred to as the ETA 10, These computers are
in the late stages of their development, and ETA is expected to begin deliveries of hardware and
software for the ETA!0 in the next twelve to eighteen months.

3.3 Compatibility. A commonly used guideline in the management of scientific computing is
that an incompatible computer must provide a performance gain commensurate with the cost of
conversion. This is usually quantifed as a factor of 2, i.c., an incompatible computer must
outperform a compatible computer by at least a factor of 2 to justify the cost of conversion. The
Japanese computers failed to meet ‘t_hat criterion even with respect to a single-processor X-MP, let
alone the dual-processor X-MP. Thus, it was not surprising that neither the Fujitsu nor the Hitachi
products were able to penetrate this market except in Japan, where the well-known Japanese
antipathy toward foreign products led to the acquisition of mostly Japanese supercomputers in spite
of normal computer evaluation criteria.

3.4 Market strategies. The Japanese employ two distinctive strategies when attempting to
penetrate a new market: targeting and anticipatory pricing. Targeting is a national industrial
strategy and anticipatory pricing is a corporate strategy. Targeting refers to the practice of bringing
overwhelming national resources to bear against a specific industry of another nation, such that the
target industry is at a disadvantage. For example, the Japanese Ministry of International Trade and
Industry's Super-Speed Computer System Project, for the period 1981 to 1989 and funded with
$100 million from the Japanese national budget, brought together the resources of Japan's six
largest computer companies in a national project to develop the superccmputer technology that
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would allow Japanese companics to become world leaders in this field. The American companies
in the supci'computing industry, Cray Research and ETA, have revenues of less than 1/10 to 1/40
of the revenues of the leading Japanese companies, and the aggregate resources of the six major
Japanese companies are even more overwhelming.

The financial strengths of the Japanese companies make it possible for thcm to employ the
second of these strategies, "anticipatory pricing." Essentially this means that a compa_ny sells its
. products either below cost or at huge discounts, attempting thereby to attract customers away from
the companies whose products are priced to make a normal profit; this is sometimes referred to as
"dumping.” The word "anticipatory” refers to the expectation that in the long term, as the Japanese
company gains market share, their prices will be adjusted to generate profits. This strategy cannot
be employed by small companies that must make profits in order to survive, but only by large
companies with other divisions whose profits support this penetration of a new market. The
anticipatory pricing strategy is being used currently by Japanese firms offering huge discounts, a
case in point being the well-known sale of NEC's SX-2 to the Houston Area Research Council
(HARC) [4,5]); similar efforts are occurring in other nations. Briefly, this strategy is an attempt on
the part of a large company to "buy" a market away from a small company and thereby put the
small company out of business. NEC's company motto of Arzack! is well illustrated by this
strategy.

3.5 Architectural issues, The Japanese supercomputers are all single-processor designs, and
this has probably had some negative effect on their marketing efforts. There is a broad consensds,
among the world's computer scientists that computers of the future, and especially
supercomputers, will be built using multiple processors, so acquiring one of the Japanese
machines has meant a customer was buying "instant obsolescence” in the architectural sense. Not

many customers want to spend the millions of dollars supercomputers cost without getting a
current design.

3.6 Product comparisons. Table 2 lists current and projected supercomputer products as of

February 1, 1987. A few of the "Next Generation" products may be shipped in 1987, but

substantial customer shipments are not expected until 1988. This is also true of the "Future -
Generanon” for the years 1988 and 1989. Table 3 shows some general characteristics of some -
representative supercomputers from the current generation .
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CURRENT IN .FUTURE
: GENERATION DEVELOPMENT  GENERATIONS
VENDOR (Early 1987) (1987-88) (1989 or beyond)
" Cray Research Cray-1 Cray Y-MP/8 Cray MP
Cray X-MP/124  Cray-3 ’ '
' Cray-2 )
CDC/ETA Cyber 205  ETA-10G Unknown
ETA-10E
ETA Piper
Fujitsu VP-30,50,100 Unknown Unknown
VP-200,400
Hitachi $810/5,10,20 Unknown Unknown
NEC SX-1E,1,2 Unknown Unknown

Table 2. Supercomputer generations.

Cycle No. Main Extended

SYSTEM FCS®* Time PEs Memory Memory
(ns) MW) MW)

Cray-1 1976 12.5 1 1-4 —
Cray X-MP/1,2,4 1982,1984 9.5/8.5 1,2,4 1-16 32-512
Cray-2 1985 4.1 4 4_ 256 -—
CDC Cyber 205 1981 20.0 1 4-16 -
Fujitsu VP-200 1983 1477 1 8-32 -
Hitachi S810/20 1983 14 1 4-32 32-128
NEC SX-2 1985 6 1 16-32 16-256

*FCS = First Customer Shipment

Table 3. General characteristics of some representative Current-generation supercomputers.

3.7 Summary of marketing issucs. In summary, Cray Research has been able to withstand
the artacks of the larger Japanese companies during the past three years by virtue of its large market
share, by its timely introduction of new products, by leadership in parallel processing, and by the
incompatibility problem faced by the Japanese. ETA Systems is just now in the final phases of
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preduct development, and it will about twelve to eighteen months before it is lmown how well they
will do against their competitors, both domestic and foreign. |

The continuing marketing problems facing the American compettors include (1) their
limited ability to match the Japanese semiconductor-development capability, (2) the targeting
strategy employed by the partnership between Japanese industry and the Government of Japan,
and (3) the marketing strategies of anticipatory pricing and dumping employed by the much larger
- Japanese firms. |
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4. TECHNICAL ISSUES

4.1 Component technology,

The three Japanese supercomputer vendors, NEC, thachx and Fuptsu, rank number 1,
number 2, and number 7 in the world, respectively, as merchant semiconductor manufacturers
[31]. The advantage this gives them in dcvclopmg supercomputers is largely one of iming. They
can develop new gencrations of advanced components about one to two years ahead of their
American competitors, according to Tony Vacca, Vice President for Technology at ETA Systems.
Suppose, for exarnple, that a Japanese firm begins marketing a supercomputer with a 1
nanosecond (ns) cycle time two years ahead of a similar product from American firms. During this
timing gap, there will be some market penctration before the American firms catch up, and after a
few rounds of this experience, the total market would inevitably be captured by the Japanese. At
the moment the fastest cycle times are found in the Cray-2 (4 ns) and the NEC SX-2 (6 ns).
However, the Cray-2 issues instructions only every other cycle, so for scalar work its cycle time is
more like 8 ns and only in long vectors does it appear as a 4 ns cycle. Thus, for practical purposes
the Cray-2 cycle time is probably best thought of as about 6 ns. There are prospects for 'improving
cycle times to 3 ns in silicon, 2 ns in gallium arsenide , and 1 ns in HEMT (high electron mobility
transistors). For the American firms the problem is that the high-performance semiconductor
market is so small that it attracts little attention from the major American semiconductor firms.
Some small "niche” vendors who are willing to take a somewhat larger share of a small market
have recently shown interest in serving this need, but they are evidently somewhat behind the
Japanese firms in developing production versions of these advanced components.

42 Trends i hi

There is an international consensus among computer scientists that the future of
supercomputing lies with parallel processing, i.c., designs having multiple processors that can be
used to shorten the solution time for a single problem. Cray Research began deliveries of such
designs in 1982 with their Cray X-MP/2 with two processors, and in 1985 with their Cray X-
MP/4 and Cray-2, each with four processors. The Cray Y-MP/8 will have a 5 ns or 6 ns clock and
eight processors, planned for initial delivery in 1987, the Cray-3 is projected to have a 2 ns clock
and 16 processors, for delivery in 1988 or 1989. ETA has parallel processors under development:
the ETA10-G with a 7 ns clock and up to 8 processors; the ETA10-E with a 10.5 ns clock and up to
4 processors; and the ETA Piper with a 21 ns clock and 1 or 2 processors. There is, of course, the
usual uncertainty about when systems under development will actually be delivered to customers in
substantial quantities.

None of the Japanese firms has yet announced a parallel processor, although it is known that
all of them are doing research on this kind of design, including the work being done on the Super-
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" Speed Computer System [28] sponsored by the Government of Japan. There have been some -
reports that this project is having problems, however [17]). In this sense, the Japanese
supercomputers are architecturally obsolete, and this may have hindered some customers from

taking an interest in these computers.
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5. STRUCTURAL ISSUES .

By "structural” issues we refer to those constraints on the supercormputer market that are built
into the competitive environment over which the individual companies have little or no control,
including the general trade relationships between Japan and the USA, cultural differences, and
relationships between industry and government in the two nations.

5.1 The "Japan Problem.”

An excellent summary of this probli:m is contained in a recent article by Karel G. van
Wolferen, a Dutch writer who has lived in Japan since 1962 [1]. One of the myths about Japan is
that it is a sovereign state like others among the Western nations. In other nations there is a source
of power that can take responsibility for decisions and actions, but this is not true in Japan.
Rather, there are three sources of power, none of which can assert that "the buck stops here,” as.
did the American president Harry Truman. In Japan, the buck doesn't stop, it circulates among the
politicians, the bureaucracy, and the industrialists. The evidence of this can be clearly seen in
Nakasone's largely unsuccessful efforts to bring changes to the Japanese relationships with other
pations. Western negotiators often express frustration at the seeming insincerity of Japanese
negotiators because they say one thing during negotiations but do not follow through onAapparcm
agreements when they get home. The problem here is caused not by Japanese insincerity but by a
lack of understanding on the part of Westerners about the Japanese culture. Decision making on
major issues can occur only by consensus among the three major centers of power, and thus it is
impossible for any single party to represent the views of all three until later in time when a
consensus has been reached. The point here is that Westerners should understand that Japanese
politicians cannot make commitments in the same way politicians do in other Western
governments. ) '

A second myth about Japan is that its economy is market driven as are those of the other
Western nations. Japan's economy falls into neither the free-market category nor the centrally-
controlled category, but into what might be called a "partnership economy,” where the partnership
referred to is between the government and industry. As van Wolfern writes, "...it is impossible in
Japan to separate the state from the socioeconomic system.” And while it is true that the state is
somewhat involved in the socioeconomic system in most nations, the involvement in Japan occurs
to a degree that exceeds the involvement of any other nation, except for the centrally controlled
economies. Unlimited industrial expansion is the consensus industrial policy of this partnership,
to the single-minded exclusion of all else. In the United States and most other Western nations,
other objectives such as defense and social-agenda items compete with industrial expansion, but
not in Japan. Roadblocks to industrial expansion, such as the export-control problem faced by
American firms [2], simply do not exist in Japan. And government-supported projects specifically
intended to foster industrial growth are a commonly used government method of supporting
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industry, the best-known example being the Super-Speed Computer System being supported by -
the Government of Japan [28]. To cite the largc American R&D investment in defense as an
equivalent policy in the United States is a categorical error: this kind of investment is aimed at
another objective, and any contribution to industrial expansion is minimal and incidental.

A third myth about Japan is that competition by Japanese firms is the same as competition by
the firms of other nations. The difference is what Peter Drucker calls "adversarial" trade as
. contrasted to "competitive” trade. In competitive trade, a country typically exports the same type of
products that it manufactures with the aim of getting a share of a market, as case in point being the
reciprocal trade in automobiles between Germany and the U.S. In adversarial trade, the objective
is not just a share of the market but the market itself--a case in point being the continuing
destuction by Japan of the American and European semiconductor industries. Japanese firms
were competing well but not overwhelmingly with the firms of other nations through the mid-
1970s. In 1976, MITI (the Ministry of International Trade and Industry) sponsored a VLSI
Project that included Japan's six largest semiconductor manufacturers, with the goal of creating the
technology for a one megabit chip and thereby giving Japanese firms a dominant share of the
market. At that time, the standard was the 16K chip, but through the structural advantage gained
from this government-industrial cooperative project Japan now leads the world in this field, with
the impending demise of many companies in Europe and the USA. These other nations are now
attempting to use cooperative research to regain lost ground, but they fail to understand the scope
of the problem, which includes not only an adversarial national industrial policy but also
adversarial corporate practices, including "dumping" and "anticipatory pricing," as noted in Section
3.4, '

A final example of structural problems is to be found in Japan's "free ride” in defense and
foreign aid. Japan's well known limit of 1 percent of its GNP for defense contrasts with some 6 to
7 percent for the U.S. and typically 3 to 5 percent in Europe [11]. Added to this is the fact that |
Japan does not carry its full share of the foreign-aid burden: whereas the U.S. spends $800 per
capita on defense and foreign aid, Japan spends only $135. It has been suggested that Japan could
begin to carry its foreign aid burden through an Asian version of the Marshall Plan [21], but this
" would be c’onu'adii:tofy to the single Japanese goal of industrial expansion, and thus Japan has not
picked up on this idea. These "savings” for Japan effectively lower the tax burden of Japanese
firms which can then invest these funds in new product developments.

2.2 Government relations,

Specific implications of a partmership economy in which the government has as its primary
objective the expansion of industry can be seen in (1) the differing effects of export controls in the
two nations, (2) performance of government-supported supercomputer research R&D in Japan but
not in the USA, and (3) the closure of the government market in Japan to US firms.
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First, Cray Research reports that export controls in the U.S. are costmg about 145 days for
approval on the average, whereas in Japan the same approval takes less than 30 days. This fact is
being used by Japanese firms in marketing their supercomputers: Customers arc being told by the
Japanese that these delays are an-unavoidable part of the American offerings but not of the
Japanese offerings, and that there inordinate delays are possible, such as the 300-day delay
suffered by the University of Stuttgart in Germany in obtaining approval for i its Cray computer. '

Second, in Japan, vendors of supercomputers are doing research for Government-sponsored
supercomputer projects that are set up to benefit the industrial firms, but this is not true in the
USA. This has the benefit of providing direct and specific government subsidies for
supercomputer research in Japan, whereas the American companies must bear this burden out of
thier own resources. In other words, the American firms are competing against not just the giant
Japanese firms themselves but against the combination of the Government of Japan and industrial
firms. Some specific cases in point are the Super-Speed Computer Project, supported by $100
million from MITI, and the Next-Generation Industries Project to develop advanced components
needed by Japanese supercomputer firms, among other objectives.

Finally, the de facto [= true in the real world, whether it is true on paper or not] closure of
Japan's government market (including their universities) to American supercomputer firms is in
contrast to the openness of the American government market for the Japanese. Of the few (seven)
American supercomputers installed in Japan, none is installed at a government site. Several
Japanese universities have expressed interest in acquisition of a Cray supercomputer, but during
the procurement process they have been advised that this would cause "political” problems for the
funding of their universities if they should actually acquire an American supercomputer, and they
have uniformly retreated from such acquisitions [10]. [NOTE: The Japanese will attempt to
counter this argument by pointing to the installation of the IBM 3090 high-end mainframe as
evidence of the openness of their supercomputer market, but this computer is not considered part
of the supercomputer market by either IBM or American supercomputer firms.]

5.3 Cultural driving f _

We have previously pointed out [see reference 8] the effects of the Japanese cultural driving
forces in the market place, including their intense work and education ethic, their management
style, and their three sacred treasures (lifetime employment, nenko reward system [= age
priorities], and enterprise unionism).
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6. SUMMARY AND CONCLUSIONS

L]

include the following.

By its large market share, its timing of new product introductions, its onng marketing
infrastructure, and its technical leadership, Cray Research has been able to hold off the threat

o the supercomputer market by the Japanese competitors.

As ETA Systems brings its ETA10 systems to market, their market share will be better
protected against incursion by Japanese vendors. However, this is a narrow window in time
that could be closed by either new products from Cray Research or the Japanese firms, and
the delays being experienced by ETA in bringing this system to market are a serious threat to
their very survival.

‘Japanese vendors have largely but not completely captured the Japanese market through the

traditional "buy Japanese” national bias of the Japanese culture and pressures from the
Government of Japan. The Japanese government market is closed to American
supercomputer firms. The American vendors been able to place their products only in private
Japanese firms.

a 56

re. The main threats to the American supercomputer vendors

The vertical integration of the Japanese supercomputer vendors that gives them control over
the development of high-performance components and therefore a timing advantage in
introducing new generations of supercomputers; the American firms must solve the problem
of access to high-performance components in a timely manner.

The large Japanese firms attempt to "buy"” this market away from the small American firms
by "anticipatory pricing"; it is difficult to see how to prcircnt this other than through action by
the American government.

The export control problems being faced by American firms but not by the Japanese firms;
this problem must be solved by the American government. _
The closure of the government market in Japan to U.S. supercomputer firms; the American
government should assure that American supercomputer vendors find a market in Japan that
is as open as is the American supercomputer market.
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APPENDIX B

Emerging Supercomputer Architectures

Paud C. Messina
California Institute of Technology®

I. Introduction

This paper will examine the current and near future trends for commercially available
high-performance computers with architectures that differ from the mainstream “supercom-
puter” systems in use for the last few years. These emerging supercomputer architectures are

Jjust beginning to have an impact on the field of high performance computing.

For some time it has been noted that sequential machines are approaching fundamental
limits in speed imposed by the speed of light and heat transfer. This observation is coupled
with the statement that significantly higher performance can only be achieved by decomposing
a program into multiple parts and executing them concurrently on multiple hardware. Today’s
supercomputers achieve their performmance through replication of certain components so that
regular operations on vectors of operands can be performed at much higher speeds than
operations on single pairs of operands: The well-known vector machines are of this type.
Several of the vector computers also feature multiple CPUs, at present up to four, each with
vector capability as well as the sbility to access a large shared memory. In the context of this
paper, these machines have °traditional” supercomputer architectures. Supercomputers
manufactured in the United States include various Cray Research computers, Control Data

Cyber 205s, and the ETA-10. Several Japanese vendors (Fujitsu, Hjtachi,' and NEC) also

° Part of the preparation of this paper wro porformoed o¢ Argonna National Laboratory, tho nuthoe's formar
amployer.
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‘manufacture vector supercomputers. Amdahl Corporation, a US. company, markets the
Fujit_su line of vector supercomputers and NEC markets its vector computers in the United

States. At present, Hitachi vector supercomputers are not marketed in the US.

Over the last few years, computcrs_whosc architectures feature a grcatcx" l.cvcl of parallel-
ism than vector supercomputers have been introduced by commercial vendors. Some have
modest pcrforman;:c at this time but promise to increase dramatically in capability. Others
alrcady have potential performance that would put them in the supercomputer category. It is
these systems that are the topic of this paper. While none of them is being used as a'gcncral-
purpose supercomputer today, there are signs that within a year or two that will change. This
paper will focus on commercially produced computers. A few computers that are under

devclopment as rescarch projects will be mentioned where it seems appropriate, but most

architectures that are still at the basic research stage will not be discussed here.

11. Characteristics of Today’s Supercomputers

To set the stage for examining the emerging supercomputer systems, we first survey
briefly the present crop of supercomputers. In this paper, the term supercomputer will be
used to mean the currently fastest general-purpose scientific computer. Performance is usually
defined in terms of arithmetic operations on 64-bit operands. In practice, several systems will
be called supercomputers at any point in time. It is not possible to say unequivocally that one
machine is faster than all others. This is due to the difficulty of measuring performance for
these machines and the inescapable fact that even the *general-purpose” systems will perform

much better on some problems than on others.

July 3, 1987
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‘Supercomputer Software Environment

In addition to possessing the highest peak and achievable pefformance..tqday"s super-
computers are expected to have operating systems and software environments that are suffi-
ciently mature to allow productive use with moderate effort on the part of the user. The
operating systems and related peripheral hardware must have high performance 1/0 capability
to match the internal speeds of the machine. The OS permits both interactive and batch‘us;
and coordinates the simultaneous access of the system by hundreds of users. Software and
hardware for high-speed network connections are available to connect the supercomputer with
a variety of front-end systems and computer metworks. Optimizing compilers for popular
languages such as Fortran and occasionally C are available. The Fortran compiler is expected
to perform a substantial amount of vectorization automatically. Libraries of graphics and
mathematical routines are available, as are many application programs such as structura!l
analysis and circuit design packages.

Before the emerging supercomputers can be considered seriously as viable alternatives to
the traditional variety, their software environment must offer the above capabilities. Mere

peak performance is not sufficient to qualify a system as a supercomputer, especially if its

architecture is novel.

Supercomputer Performance Levels

What then is the level of performance that must be achieved to merit the designation of
gsupercomputer? Peak speeds of systems like the Cray 2 approach two billion floating point
operatipns per second (abbreviated Gigaflops, or more commonly Gflops). ‘A few user pro-
grams have achieved over one Gflop. Perhaps the first well-known instance of this was
accomplished on a Cray 2 using all four processors simultaneously on one program [1]. Nearly
that le?el of performance has been obtained on an Amdahl 1400 with four vector units and a

July 3, 1987
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NEC Sx-z. The Amdahl 1400 achieved 940 Mﬂop; oﬁ a two-dimensional filtering code used
in seismic applications. This is noteworthy because the code performs a considcmblc amount
-of 1/0 to disk (18.75 MB in and out) and the timing runs were done while thé system was run-
- ning other production jobs. The same machine ran order 1000 64-bit matrix inhltiply at 1046
Mflops. Few user programs approach tﬁosc‘ speeds, but performance of 50 million floating
point operations pﬁ second (Mflops) per CPU is fairly common. In the next three years tradi-
tional supercomputers are expected to have basic cycle times that are one half to one quarter .
of today's fastest systems and the number of processors in one system will grow from four to

sixteen or perhaps as many as sixty-four.

With those estimates in mind, we can say that peak rates of at least one Gflop and
achieved pcrforman—ce on real user programs of several hundred Mflops are needed to qualify-
for the supercomputer dcsignaq'on today. Three to five years from now we should see peak
speeds in the 10—30 Gflop range and achievable performance of several Gflops for a wide
variety of scientific and engineering compu;ations. These then are the performance levels to .

keep in mind when assessing the emerging supercomputer architectures against the traditional

onces.

Performance Measurement is Difficult

A factor that complicates the measurement, and therefore the definition, of supercom-
puter performance is that the ratio of peak to achieved performance is growing larger. On a
vector machine, a ratio of 10:1 might be seen. In highly paraliel architcct\;rcs the ratio_
between peak and minimum speeds achieved can be even more dramatic. On a parallel system
with 1000 processors, each of which has vector hardware that is 10 times faster than the scalar
units, one could seec a ratio of as much as 10,000:1 between peak performance and a worst
case of singie-thread code that did not vectorize or parallelize. To make matters worse, rela-

tively small changes in the algorithm, its implementation, the source code, and the compiler
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can result in. large changes in performance. When poor performance is experienced, it is diffj-
cult to determine whether it is due to inherent design flaws in the hardware or a minor aspect
o[ the software that could easily be modiﬁqd. Even whep implemeptation inefficiencies are
_mled out, it is foolhardy to assume that the system under study is not well suited for certain
compumﬁons. Someone might invent a different algorithm for the same computation that uses
the hardware effectively.

New Definition of Supercomputer Performance Needed?

As suggested by the following analysis, the emerging architectures may, perhaps surpris-
ingly, play a significant role in the supercomputer arena even if their performance is an order
of magnitude slower than the traditional supercomputer systems. Most traditional supercom-
puters are in centers with hundreds of users. A single user can expect to get only a small per-
centage of the available time. It is unusual for one group to get as much as 10% of the time on
g supercomputer. If the cost of a computer is low enough that 8 small research group can buy
one for its exclusive use and.the performance of that system is 10% that of the “real” super-

computer, the same class of computations can be undertaken on the slower system, assuming

that its memory and peripheral devices are adequate. It is indeed the case that some of the
new systems offer sufficiently Jow cost and high performance to satisfy the scenario above.
For example, at Argonne National Laboratory, Don Sinclair achieves for QCD computations
two-thirds the performance of a Cray X-MP single processor on a Star Technologies ST-100
array processor. Both the Cray X-MP and the ST-100 programs are highly tuned. Since Sin-
clair has exclusive use of the ST-100, he can perform on that system computations of the same
or larger magnitude as on a Cray X-MP. One series of computations [2] has consumed over
4500 hours of ST-100 time, which for this program is equivalent to 3,000 Cray X-MP hours.
The elapsed time to do he compumions i3 comparable or shorter than for using the Cray,

given that it is extremely unlikely that 8 user can get exclusive access to a Cray X-MP for

July 3, 1987
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“months at a time.
.Thcrcforc. some of the emerging high-performance systems will in effect change the
operational definition of supercomputer performance levels. We may well hccd to start think-
ing of flops available per year toa sing;le user or group as th? measure of subefcomputcr capa-

bility.

II1. What are the Emerging Architectures?

Computer architectures have evolved in several directions in the never-ending quest for
speed and price-performance. Most of the architectural innovations are based on the strategy
of concurrency. If several tasks can be performed at the same time, in parallel, then the
overall problem can be solved in less time than if only one task is active at any point in time, '

given components of the same speed. _

A Look Backwards

To put the emerging architectures into perspective, it will be helpful to examine briefly
the history of architectural innovations aimed at high performance. In the 1960’s high perfor-
mance systems began to feature concurrency. Processing of instructions by the central pro-
cessing unit was decomposed so that one instruction could be fetched from memory while
another instruction was decoded and a third was executed. Floating point arithmetic opera-
tions are complicated and therefore are often much slower than other operations. l_for scien-
tific computation, floating point operations often dominate the execution time, so there is con-
siderable incentive to speed them up. In addition to instruction pre-fetching and decoding,
floating point function units were decomposed into segments, each of which did part of the
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arithmetic operation. These segmented functional units operate in pipeline fashion. Once an
operand has entered the functional unit and has been operated on by thefust segment, a
second operand can enter and begin processing in the first segment while the fm operand is
"in the second segment of the functional unit, and so on. In addition, multiple arithmetic func-
tional units began to emerge, so that, for example, two floating point additions/subtractions

and one floating point multiplication could all occur at once.

Access to memory and input/output operations received similar attention. Memory units
were split into “banks” so that successive data accesses, each one to a separate bank, could be
carried out with considerable overlapping. Cache memories were added to exploit the locality
of instruction and data access that many programs exhibit. These memories are much smaller
but substantially faster than main memories. If program instructions and the data they require
are in cache memory, they can be fed to the instruction processing unit much faster than if
they must be fetched from main memory. Specialized I/O processors were introduced so thth
much of the effort associated with 1/0 operations could be performed by the 1/O processor,

leaving the central processor free to execute other program instructions.

The 1960’s also saw the birth of several new types of architectures. These architectures
. .ﬁscd a different approach to gain performance. Rather than design 8 single processor and
memory system with many elaborate features for concurrency, multiple processors were com-
bined to form a single s;}stcm The most straightforward of these approaches was to have two
or four entire CPUs share memory and peripherals. Each processor ran programs indepen-
dently of the others, so there was no gain in speed for any one program, but a larger number
of programs could be executed in a given period of time. That is, greater throughput was
achieved. Large mainframes built by IBM and CDC were among the first to offer this type of
configuration. In the 1980°s this arrangement has propagated to minis and shpcrminicomput-
ers, for example many of DEC’s 8000 series models.

Parallelism aimed at increasing the speed with which a single program could be pro-
cessed became a topic of attention in the late 1960’s and early 1970°s. The ILLIAC IV
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emplo.ycd 64 rather simple processors and connected them in such a way that they could work
simultancously on computations for the same program. In the ILLIAC IV, all processors
operated the same instruction in lock st?p.- Each processor had its own mod-cst sized memory
- and could send messages to four ncig};boring processors. The ICL Distributc'd .Array Proces-
sor (DAP) utilized a much larger number (4096) of processors, but each processor was
extremely simple aﬁd had a small memory. Again one instruction at a time was issued, but all
4096 processors could execute (or ignore) it, each on its own data. (In the carly 1980’s the .
Goodyear Massively Parallel Proccssor. went even further in this direction: it had 16,384 pro-

cessors. We describe the DAP and MPP in more detail later in the paper.)

In the 1970's the trend of ever more elaborate single-processor systems continued. Vec-

tor machines such as the CDC Star, Cyber 203 and 205, and the Cray-1 employed the tech-
niques for speeding up single processors mentioned earlier, but in addition had one or more
pipelines that optimized the execution of regular operations on vectors of numbers. The
Cyber 205 can have up to four such pipelines, so if several vectors can be operated on
indcpcndéﬁtiy of each other, those operations can be performed simultaneously. These vector
machines have bcc‘omc the dominant ar-chitccturc for very high performance numerical com-
~puting. Today’s supercomputers have the same basic architecture as the vector machines of
the 1970’s. Higher performance for a single vector system has been achieved through shorter
basic cycle times and semoving some bottlenecks. For example, the Cray X-MP has three

paths to memory that can be active simultaneously rather than one path, as in the Cray Is.

The Denelcor Heterogeneous Element Processor (HEP) was a sophisticated pipelined
MIMD system developed under funding from the Army Ballistics Research Laboratory and
marketed as a commercial product in the early 1980s. The HEP consisted of one to sixteen
Program Exccution Modules (PEMs) that were connected to globally shared memory via a
pipelined switch. Each PEM had local memory and a large register set. An eight-stage pipe-
line executed all instructions (except floating point divide) in eight clock cycles. The basic

cycle time was 100 nanoseconds, so once the pipeline was full a result was produced every
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100 nanoseconds. Process creation and management (up to 64 per PEM) was done mostlyA in
hardware. This design made possible the exploitation of very fine grain parallelism‘within a

PEM, as well as larger grain decomposition-among PEMs. The HEP was aimed at the super-

-computer market but its initial implementation was not cost effective and software was imma-

ture. When Denclcor Corporation went bankrupt, there were four or five customer sites. Only
one, Messerschmidt, ﬁséd it for production work: cpntrouing a flight simulator.

The supercomputers of the mid 1980’s are vector machines. Systems from Cray and
ETA feature two, four, or eight complete vector processors, all capable of accessing a' large
memory. In some cases there is a sizable memory that is local to each processor as well. The .
Japanese supercornputers are all single processor mode1§ but have optional multiple vector

pipelines.

The New Architectures

It is difficult to devise a systematic taxonomy of computers with advanced architectures.

Among the possible distinguishing features are:

. the mechanism for control of execution—program, dataflow, or demand-driven;
) sequential or pa;allcl execution;

. singlé or multiple instruction streams (SIMD versus MIMD);

° hq_rpogcnc_oqs or heterogeneous processors;

. grain-size—the size of the units of work that can be performed in parallel;

) the method and topology of connecting processors to memory and processors to

Processors;
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. the characteristics of each processor—e.g., bit-serial, microprocessor, long instruction

word, scalar, vector, or specialized;

The major architectural trends m commcrcially'availablc’machincs. are (1) program-
driven multiprocessor systems featuring bus-oriented connections betwccﬁ -proccssors and
memory, (2) multiprocessor systems with hypercube connection schemes, (3) wide-word
machines, and (4) iafﬁcc connected systems. Many systems combine several of these architec-
tural features. In many cases vector processors arc available. Soon several of the shared
memory systems will have variants in which groups of processors that share mcmory are
linked to each other and perhaps to a global shared memory. These designs are somctim_es
called "cluster architectures” Today’s commercial multiprocessor systems are homogencous.

The processors used are generally not designed especially for use in parallel architectures;

rather, they are processors that were developed independently for general-purpose use.

Many advanced architecture commercial systems are not initially designed or marketed

to compete in the supercomputer arena. However, the designs can generally be extended and
developed to the point that supercomputer performance could be achicved at least at the
hardware level. Developing the rest of the characteristics of a true supcrcomputcr is more
problematic. For example, considerable time and money is necessary to develop the requisite
software base and high performance 1/0 capability. It appears to be mostly a question of cor-
porate strategy as to whether the systems with innovative architectures try to compcte with
the traditional supercomputers.

Bus-connected Multiprocessors

Bus-connected multiprocessor systems have been introduced by several commercial ven-

dors. Most of these systems use one or more high-speed buses to connect relatively inexpen-

()

sive processors of slow or moderate speed to a memory that is directly addressable (shared) by

all the processors. The first generation of several of these systems uses NS 32032 or MC
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68020 processors. Encore’s Multimax-1, Sequent Ba]arice 21000, and Flexible Corporation’s
Fléx/32 are examples of this type of system. Current models can house up to 30 processors,
50 theif present processing power is on the order. of a few Mflops. New models ﬁre being
introduced this year that use faster micr‘oprocessors and other enhancements such as larger
caches and faster buses. For example, the new Sequent Symmetry Series uses the Intel 80386,
which is three to four times faster than the NS 32032 used previously. Even faster floating
point performance will be available through the addition of a floating point option based on
Weitek chips. With this option, each processor should achieve about 0.3 — 2.0 Mflops; with
perfect speed-up, a 30-processor system might deliver 20 Mflops on real applications. At that

level, while still not a high performance numerical computation machine, it would be twenty

times faster than a conve;ntional supermini like a VAX 8800.

In contrast, Alliant has a higher performance system, the FX/8, that includes up to eight
custom vector processors and up to thirteen MC68020 microprocessors. The 68020 progessors
are used for non-computational tasks such as compilation, editing, and the operating system.
The peak speed of the ijs with 8 vector processors is about 46 Mflops for 64-bit data. 'fyp-
ical performance is much lower, say about 10 Mflops, but that is impressive in that it rivals the
supercomputers of a decade ago, such as the CDC 7600.

Systems of this type have proved to be cost eﬂ'ecti\"e alternatives to traditional super-
minis and minisupers, but are not in the supercomputer performance range. Bus connections
cannot support very large numbérs of processors, since the bus bandwidth must be shared by .
all the pfoccssors on the bus. Bus speeds become one limiting factor. However, the “cluster-
ing” approach can in principle yield systems with peak speeds m the supercomputer range. —

) -
The Flex/32 is scalable to high performance configurations, in the sense that up to 1024
cabinets, each with 20 processors, can be linked together. In addition, there are research pro-
jects underway to link together other systems so that the resulting system will approach super-
computer speeds. The Cedar project at the University of Illinois at Urbana, is developing a

system that will connect up to 64 Alliant FX/8s. This configuration would have a peak speed
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of about 3 Gflops. The ULTRAMAX project, carried out jointly by Encore Corporation and
Carnegie-Mellon Univcrsity, will also use the strategy of conhecting multiple ‘clusters to
achieve performance in the range of lO6 instru.ctions'pcr sccoﬁd (Gips). The clusters will
i:onsist' of Encore Corporation’s Multimaxes, each with 20 processors. It has not yet been
demonstrated that one can get high performance for real applications on cluster systems, but

experience with distributed memory machines suggests that it will be possible.

Hypercube Architecture

The second popular advanced architecture features the hypercube connection scheme.
With this architecture, each processor has private memory and is connected to other
memory/processor combinations (known as "nodes” in the parlance of message passing archi-

tectures) via a high speed channel. In some variations of this architecture, subscts of nodes

share memory. This architecture scales well to large numbers of processors, bcca—usc in"a
hypercube with N nodes each node is connected to only log; N other nodes, where N must be
a power of 2 ( N = 2™ for some m). As with bus-connected systems, most of the commercial
offerings use rather slow microprocessors at each node. In early versions of these systems, the
communication speed among processors has been so slow that it has further throttled the per-

formance achieved.

Intel markets the iPSC line of hypercube architecture systems. There are three types of
configurations. The standard system has up to 128 nodes; at each node is an Intel 80286
microprocessor with the Intel 80287 floating point coprocessor-and 0.5 Mbytcé of memory.
Each node is capable of about 0.03 Mflops. The large memory version has the same proces-
sors but with 4.5 Mbytes of memory. Its maximum configuration is 64 nodes. Finally, there is
a version with vector processors at each node. This model is offered in conﬁgurations with up

to 64 nodes each with 1.5 Mbytes of memory. Architecturally it is possible to build a vector

.

system with 128 nodes, but that configuration is not a standard product. The peak speed of

the 64-node configuration is 424 Mflops (64-bit), fast enough to approach supercomputer
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performance.

On a seismic modeling application, performance of 227 Mflops was achieved on a 32-

node system with vector processors. The inner loop of the computation was microcoded by

land to achieve this performance. This computation was done with 32-bit accuracy.

The largest Intel vector system built to date has thirty-two nodes. A new model with
faster node processors (Intel 80386) and more memory has been announced; each node will be
about three times faster and new communications hardware and software should substantially
increase the achievable performance. While the vector option will use the same board as at
present and therefore will have the same peak speed, higher speeds should be possible on real
application programs because of better communications and compilers. Fortran, C, and LISP

are available.

A hypercube with up to 1024 processors, each approximately the speed of a VAX

11/750, is available from NCUBE Corporation. Each node has either 128K or 512K bytes of

. memory. The processors are 8 custom design and extremely compact. Sixty-four processors

fit on a single board. Even though there is no special hardware for floating point arithmetic or

vector processing, the largest configuration has peak speeds of over a billion instructions per

second and two hundred Mflops. It also has potential for high-speed I/0O: eight I/O channels
can transmit data at 90 Mbytes/second bidirectionally. As was noted earlier, an important
characteristic of supercomputers has been the ability to do high speed I/0. The NCUBE sys-
tem achieves supercomputer performance on some computations. For a Monte Carlo photon
transport program, 8 64-node NCUBE ran at about the same speed as a Cray X-MP single
processor for small problems and 1/12th the speed on large problems. The Cray code was

vectorized. (3] Fortran and C are available.

Floating Point Systems has introduced the T-Seriés, in which modules, each containing
cight array processors, are connected to each other with the hypercube scheme. The T-Series
can be configured with up to 2!¢ processors. Each processor has a peak speed of 16 Mflops.

The T-Series thus is potentially the most powerful  computer system available: peak
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ﬁerfox;mance of the maximum configuration is 262 Gflops. At present the only programniing
language available is Occam and the performance actually achieved is usually far short of the
peak performance, due to its very slow scalar speed. However, on the biggest existing T-
- Series configuration, a lZS-nodc system, hand-coded matrix multiplication n;,uu-tincs have run
at a speed of 1.2 gigaflops for matrices of ordc} 1024. Two-dimensional convolution achieved

similar speeds. Fortran and C will become available in the near future.

Ametek Corporation also has announced systems with the hypercube architecture. Its’

initial model used Intel 80286/80287 processors; maximum configuration was 256 nodes.

The hypercube connection scheme is also used by a radically different system: the Con- .

-pection Machine, built by Thinking Machines Corporation. The Connection Machine is mas-

sively parallel: its maximum configuration has 65,536 processors. They are quite different
from the; oth;r processors discussed to date: each is a one-bit computer. In the original
model, the CM-1, each processor has only 512 bytes of memory and floating point opefations
are pcrform;:d by groups of processors (microcode is provided to do this). The Connection
Machine Model 2 (CM-2) has 65,536 bit-serial nodes and 2048 floating-point units (based on a
Weitek chip set). In the CM-2, each processor has 8K bytes of memory. The system is built
from chips that contain 16 bit-serial processors each. Within a chip all 16 processors are con-
nected. Connections between the chips are in the hypercube topology. Unlike the other
hypercubes, all of which are MIMD, the Connection Machine is an SIMD machine. All pro-
cessors receive the same instruction each cycle, which they may ignore depending on the set-
ting of a flag bit The Connection Machine architecture is therefore similar to that of the DAP
and MPP described below. They also use bit-serial processors and have the SIMD control
model. A key difference is that the MPP and DAP use lattice connections whereas the Con-
nection Machine uses the hypercube topology. The qnly languages currently available on the
Connection Machine are special versions of LISP and C, but Fortran will be added in a few
months. While the original Connection Machine was designed with artificial intelligence

applications in mind, it can perform floating point arithmetic at high rates. Speeds of 50
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Mﬁops have been achieved on a 32,768 node configuration of the first model and it appears
that 100 Mflops would be reached witﬁ a 65,536 node system. The CM-2_is claimed to
achieve 2.5 Gflops for 64-bit matrix multibly and. 5 Gﬂbps for 64-bit dot product. This
machine has a sophisticated programming environment but it is oriented to programming in an
enhanced version of LISP, a language that is heavily used in artificial intelligence work but is

virtually unknown in numerical programming. An enhanced version of C is also available.

Finally, although not a commercial product, the Mark IIIfp hypercube system (that Jet

Propulsion Laboratory is building as a research project) is worth mentioning. The Mark II1fp

_ can be configured with up to 256 nodes. Each node has two MC 68020 microprocessors, one

for computation and one for communications; four megabytes of memory; and a pipelined
floating point unit with relatively high performance, currently estimated at 10 Mflops for 64-
bit arithmetic. The ﬂoating-point board uses the new Weitek XL series of chips. Preliminary
timings on the 32-bit version of the chips on the Mark IIIfp board (the 64-bit version of the
chips is not yet available) yielded speeds as high as 16 Mflops for a hand-coded assembler
code to multiply two 3x3 complex matrices. This computational kernel is at the heart of many
QCD computations.. The 128-node configuration under construction will therefore have a

peak speed of over one Gflop, putting it in the supercomputer performance level

Wide Instruction Word Machines

It was noted in an earlier section that one technique for gaining higher performance in
computers was to have more than one functional unit in the CPU and to find ways to utilize
them concurrently. This approach takes advantage of parallelism at a very fine level, that of
individual arithmetic or logical operations. Array processors of the l970's.exploited this
approach, the Floating Point Systems product line being tﬁe most successful. On the FPS 164
and 264 attached processors, array indexing, loop counting, and data fetching from memory

can be performed simultaneously with arithmetic operations. Wide instruction words are used
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- to s$pecify the simultaneous operations. Furthermore, up to 15 MAX (Matrix Algebra
Accelerator) boards can be added to these machines. Each MAX boérd has two multipliers
and two adders. Compiler technology did not yield cbdc that took full advantage of the multi-
ple units; therefore, intricate hand cozling, sometimes in microcode, was necessary to get the
high performance. However, when this could be done, the cost effectiveness of this type of
hardware was impressive. Enrico Clementi of IBM-Kingston was able to perform large com-
putations by running on multiple FPS 164s controlled by an IBM mainframe. This success lcd
Cornell University to create a high-performance parallel system by attaching two FPS 164 and

five 264 processors to an IBM 3090-400 computer.

Another successful wide instruction computer is the ST-100 array processor. With a 40
nanosecond clock cycle and four independent programmable processors, its peak performance
is around 100 Mflops in single precision (32-bit) arithmetic. A separate processor is dedicated

to each of the following functions: external data flow, internal data flow, arithmetic process-

ing, and syt;clrronjzaﬁom Arithmetic processing is performed by 32-bit floating point arith-
metic, pipelined functional units: two adders, two multipliers, and a 480 nanosecond
divide/square root functional unit. Several memory references and logical operations and four
arithmetic operations may be started in each i:xachinc cycle. Since it does not support 64-bit
ﬁoating point arithmetic and at present has no compiler for a high level language, it cannot be
considered a general purpose scientific computer. Nevertheless it provides evidence that th_is
typc of architecture can be cost effective; with careful programming it has achieved a sus-
tained performance two-thirds that of a Cray X-MP processor for important scientific compu-
tations like QCD.

The latest commercial wide instruction word machines carry that architectural trend
much farther. The CHoPP by Sullivan Computer will have a 256-bit "superinstruction” that is

equivalent to nine instructions on a conventional system. Four functional units can perform

address computations while four other functional units can perform full instructions, including

floating point arithmetic. The ninth unit is reserved for branching. The CHoPP will be
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sfvailable in configurations of four to sixteen CPUs with a large shared memory. Peak perfdr-
mance for the four CPU configuration is projected to be 270 Mflops; simulated performance

for Livermore Loops 1 — 14 is 81 Mflops.

The Multiflow computer uses an instruction word that can be as wide as 1024 bits. Each
instruction can start as many as twenty-cight primitive operations on reduced instruction set
processors. Orchestr'ation of the actions of that m@y low-level processors requires a highly
sophisticatéd compiler. When it is successful, parallelism can be exploited at a very fine lech..
Other than the sophistication of the compiler technology, the software environment is conven-
tional. Compilers for Fortran and C are provided. The UNIX operating system and TCP/IP
networking protocols are used. Performance data are not yet generally available. At the time
this paper was written, the first Multiflow computer was undergoing field tests. The smallest
Multiflow system, the TRACE 7/200 which has a 256-bit instruction word, reached 6.0
Mflops on the full precision LINPACK benchmark. For a C program that does symbolic

manipulations, but no floating-point arithmetic, it ran 16 times as fast as a VAX 11/780.
Lattice Connected Machines

SIMD machines consisting of large numbers of lattice-connected bit-serial processors
constitute a high-performance advanced architecture that has been in use for some time yet
can still be regarded as advanced. The Goodyear Massively Parallel Processor (MPP), the
International Computers Limited (ICL) Distributed Array Processor (DAP), and the recently
announced DAP-3 gll fall in this category. They are similar to the Connection Machine but
have a lower-dimensional connection network among processors.

The ICL DAP has been available since the late 1970's. Half a dozen machines have
been installed. As was mentioned earlier, the DAP is an SIMD lockstep machine that operates
on multiple data a bit at a time. Through programming, arithmetic can be carried out in vari-
able precisions. The processing elements form a grid with nearest meighbor connections.
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" Typical configurations have a 64 by 64 grid of p}oécssors, each with 2048 bytes of memory.
'An opcrauon can be performed on each processing element at each clock cycle of 200
nanoseconds Masking enables or inhibits execution of the (same) instruction for cach proces-
sor. Fortran is available through a cross-compilcr that runs on the host ICL 2900. A 32 by 32
version of the DAP, designated the DAP-B. has been announced by Active Memory Technol-
ogy Inc. of Atlanta, Georgia. Memory sizes range from 64K to one megabit per processor. As

of this writing, none has been installed.

Goodyear Aerospace Corporation manufactures the Massively Parallel Processor (NfPP).
The only MPP built to date was delivered to NASA’'s Goddard Space Flight Center in May
1983. Its 16,384 processing elements are bit-serial processors arranged in a 128 by 128 grid
with nearest-ncigh-bor connections. Until the Connection Machine CM-2 was announced, the
MPP was the highest performing SIMD system available. For image processing tasks it has
performed over one billion opt;.rations per second. In numerical computations like solving par-
tial differential equations, hundreds of Mﬂ.ops have been achieved. The MPP utilizes Parallel

Pascal as its high-level language.

‘ The British company Inmos produces the Transputer, 8 7.5 MIPS chip with four com-
munications channels built-in, which make it well suited as a building block for lattice-
connected systems. A new version with( 1 Mflop performance will be available in September.
Both Inmos aﬁd another British company, Meiko, market Transputer-based systems. It is
expected that the University of Edinburgh will soon get a system with 1024 nodes of the new
version. That configuration would have over 1 Gflop peak performance and 2 Gbytes of

memory.

Other Architectures

BBN Advanced Computers Inc. produces the Butterfly family of computers. These sys-
tems consist of microprocessors and memory units that are connected to each other via a
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special].y-designed switch. Although all memory is local to the processor to which it is
attached, each processor has access every other processor’s memory through the switch. This
general type of connection scheme is foupd in several research computers, such as the NYU
-Ultracomputer and IBM's RP3, but at present is uniqu¢ to the Butterfly a.mdné commercial
systems. Butterfly processor nodes consist of Motorola 68000 or 68020 microprocessors with
one to four megabytés of memory. The largest configuration built to date has 256 processors.
On -that system typical numerical a]gorithm—s like matrix multiply have achieved speed-ups as
high as 234, for an efficiency of 0.91. A future system known as the Monarch is 'undcr
development as a DARPA-sponsored research projecL. This system could have as many as
8,192 processors. The first configuration is expected to have 1024 processors, each capable of

one MIP and one Mflop. Fortran, C, and LISP are available.

There is at least one commercial computer that.uses a dataflow architecture, the Loral
Dataflo. Its maximum configuration is 256 nodes. At each node are two National Semicon-
ductor NS32016 microprocessors, one for data management and one for program execution.
The latter has an NS floating point co-processor. There is shared memory as well as memory
local to each node. The system is programmed by supplying a data graph description plus a

graph node program written in Fortran or C. The grain size for the system is said to be

approximately the size of a procedure, say 60 to 100 lines of source code. Little is known
about performance of this system; there may not be any customer sites yet. It is clear that the
present generation of this system cannot have very high performance. The microprocessors
used are quite slow; even the maximal 256-node configuration would have a peak speed of
sbout 10 Mflops with 100% efficiency. It is included in this paper primarily because of its

unusual architecture for a commercial computer.
The CYBERPLUS computer built by CDC is another unusual system. It is a multiple
parallel processor system with & ring bus architecture. This computer features an 800

Megabits/second transfer rate with & read and a write possible between processors at this sus-

tained rate. Two CYBERPLUS processor ‘models are available: 16-bit integer and 64-bit
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floating point. The floating point processor has a peak performance of 65 Mflops in 64-bit

mode. Each processor has a 20 nanosecond cycle time. There are fifteen independent func-
tional units and it is possible to start several operations in each instruction. Thus it has a wide
instruction word architecture as well. Up to 16 CYBERPLUS processors caﬂ be connected to
a ring. Within one ring all processors operate autonomously and may execute each clock
cycle. Processor Mcmory Interface allows direct reading and writing of the memory of any
processor by another processor on the ring every machine cycle. Up to 16 rings can be con-
nected to a Cyber 800 series host computer. There are three distinct memory systcmS of dif-
ferent sizes and speeds. The host CDC computer (using the NOS 2 operating systcm) Joads

code into the processors, transmits data from host to processors, and starts and stops each

processor’s task. Software includes a cross assembler and an ANSI 77 Fortran cross-compiler.

Notwithstanding the richness of the CYBERPLUS architecture, it has not established itself as

g powerful general-purpose numerical computer. The peak performance of a large .
CYBERPLUS configuration is very high: 64 CYBERPLUS systems linked together are »

claimcd to perform 16 Gflops (probably 32 bits) on a signal processing application. However, -

the existing customer sites have not been able to reach a substantial percentage of that perfor-

mance for scientific computations.

IV. Software Environment

Languages and Compilers

There is a greater variety of languages and compilcr tcchnologic.:s in the emerging super-
computers than in the traditional ones. Although most systems have (or plan to add) a Fortran
compiler, examples of the diversity are the use of Occam in the FPS T-Series as the high-level
language; special versions of LISP and C for the Connection Machine; and the existence of C
and Pascal compilers in most systems. -
The Fortran language for these systems is generally augmented by special syntax, system -

routine calls, or specially coded comments that provide additional information to the compiler.
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In iarge-grain machines, compilers seldom aid in the parallel programming task. An exceptioﬁ
is the Alliant’s Fortran compiler that does automatic parallelization as well as automatic vec-
gorization. Its ability to detect automatically vector operations and parallelism ax':dA to generate
efficient code is respectable.
In contrast, compilers for fine-grain computers like the Multiflow and the Connection

Machine perform a great deal of the parallelization automatically and are crucial to the perfor-

mance achieved on those systems.

Operating System and Networking Trends

Virtually all the new high-performance computers (or their hosts) have some version of

the UNIX operating system. In many cases the advanced system itself has a minimal operat-'

ing system, but requires a host that runs UNIX. There are some exceptions to this pattern.
The Connection Machine uses a Symbolics LISP machine as a host, though even here support
for a VAX/UNIX host will soon become available. The DAP-3 can be hosted by a YVAX run-
ning VMS, as well as a VAX or Sun running UNIX. The FPS array processors can be hosted
byan IBM/MYVS front-end or a VAX/VMS front-end, as well as UNIX systems. The FPS T-
Series is hosted by a micro-VAX with the YMS operating system. The ST-100 can be hosted
by VAX/VMS, micro-VAiX, Gould, and Perkin-Elmer systems. The NCUBE system, since it
gequires no external host, runs most of the operating system on its Host Board with parts of
the operating system running on the nodes. The NCUBE operating system, called AXIS, is

gimilar to UNIX,

Since in most cases the advanced architecture machines have & host that runs 8 variant
of UNIX or VMS, TCP/IP and DECNET networking protocols are generally available, with

? the former being the most common.
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Application Software

- There is lixﬁitcd availability of mathematical software, graphics libraries, and application
software (such as engineering packages) for the advanced architecture computers. This is
understandable since so few copies of any model have been installed for production use. For
medium pcrfomnce systems like Sequent, Encore, and Alliant, mathematical software
libraries are under development. Sequent and Encore have begun to offer database packages.

Engineering application packages are generally not available. This lack of application

software is a significant obstacle to the use of the new systems in a supercomputer facility for

a general user community. It is less important for basic research that requires supercomputing

capability. For these uses, the programs are often written entirely by the research group

responsible for the computation.

V. Current Use of Advanced Architecture High-Performance Computers

Computers with advanced architectures, as defined in this paper, arc being used to per-
form large computations. A few advanced architecture systems have achieved performance
on real user programs that is high enough to approach supercomputer levels but no highly
parallel machine is m use as a supercomputer in the traditional sense. The Goodyear MPP is
probably the closest to that status, but to achieve good performance on the MPP requires a

substantial effort by the user and frequently the use of assembler language.

In most cases, the machines that are the topic of this paper do not exist in large enough
configurations to be considered supercomputers. Furthermore, they were typically acquired
for exploratory investigations on the use of parallel architectures. As a.rcsult, there are few
systems that are used as workhorses for large-scale, production applications. On the other
hand, the experience to date is encouraging for those who expect to obtain highly cost éf'fcc-
tive and high performance computing resources through advanced architectures.
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It is interesting to mote that the chief cause of the moderate performance of today’s
advanced architecture computers is the modest power of the processors used, rather than ina-

bility to use the systems with high efficiency. As was noted earlier, speed-ups of 234 have

been measured on a 256-processor Butte;'ﬂy. The SIMD fine-grain systems manage to achieve

extremely high degrees of concurrency. Thus it appears possible that well-balanced, highly

parallel architectures will indeed become supercomputers when they incorporate individual
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processors with higher performance than those currently used or, in the case of fine-grain

SIMD machines, when hundreds of thousands or millions of processors are used.

The experience data presented here are necessarily sparse and vague; it is intended to

give a feel for what has been achieved, rather than a systematic survey of all use of innovative
systems. As was mentioned in the description of the NCUBE, William Martin at the Univer-
sity of Michigan has done Monte Carlo photon transport computations on a 64-node NCUBE
at speeds that were a substantial fraction of a é_ray X-MP-48. On a 16-node Intel iPSC-VX
.system, a system of 1000 dense linear equations was solved at a rate of 11 -Mflops. On a
seismic modeling application, performance of 227 Mflops (32 bits only) was achieved on a 32-
node system with vector processors, but microcoding was used. With the new version of the

iPSC and a 64-node configuration of the iPSC-VX, speeds of over 100 Mflops should be possi-

ble. An Intel iPSC 32-node system (but without the vector boards) is being used to process
seismic data at the Christian Michelsen Institute in Bergen, Norway. The DAP’s main appli-
cations are in lattice gauge theory and molecular dynamics. It is particularly .powerful on the
Ising model because of its bit arithmetic. It is also used in many Monte Carlo calculations and

in image processing where the major problem is in data movement rather than processing
speed. For some specialized applications, the DAP will outperform a Cray-1.

In bricf, as was mentioned at the beginning of this section, this author is not aware of
any supercomputer facilities that utilize systems with the novel architectures described in this
paper. This situation may change in the near future as systems mature further, techniques for

their use become more widely known; and a few institutions act as pioneers.
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At least two institutions have plans to use highly parallel architecture computers for

supercomputer-level wo.k: Cornell and Caltech.

Cornell University has announced int.entions‘ of cre;ning a @sivcly paralle! supercom-
| ﬁutcr facility. Indeed the IBM/FPS computer combination that is in place now is being used
for large-scale scientific computing. Scientists from many disciplines have used the system to
carry out major computations. The configuration consists of a conglomerate of commercial
systems that ﬁrovidc a modest level of concurrent processing capability, rather than a mas-
sively parallel, unified architecture: the IBM 3090s provide four vector units and mainframes
‘to control and host the various FPS array processors.
The California Institute of Technology has been using hypercubes for scientific compu-
tations since 1983. The Caltech-designed and built Cosmic Cube and Mark II systems have

been used for QCD computations that have led to a number of physics publications, even
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'though those systems are much slower than supercomputers: the 128-node Mark IT runs at _

about 5 Mflops. This was possible because the machines could be dedicated to one computa-
tion for long periods. Scientists from other disciplines have also used the Caltech hypercubes
for their work. In addition to the locally built systems, commercial hypercubes from Intel and
NCUBE have been acquired and used by Caltech. In collaboration with the Jet Propulsion
Laboratory (JPL) the Mark 11 hypercube has been built and a version with high-speed float-
ing point, the Mark IIlfp, is under construction. When the new floating point version is com-
pleted, the I?S-nodc Mark ITIfp will have a peak speed of over one Gflop. The NCUBE sys-
tem wdl be cxﬁ;ﬁded to 512 nodes the summer of 1987 and possibly 1024 nodes later. These
systems form the hardware basis for the recently formed Concurrent Supercomputer Initiative
at Caltech (CSIC), a project whose ﬁom is to create a supercomputer facility based on highly

concurrent architectures.
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V1. Limits of Scalability

How big a computer can be built and used in the next three to ﬁve years? This question
is asked increasingly often as large-scale cofnputiné pervades more énd more disciplines and
bractitioncrs of those disciplines. Scientists and engineers always seem to need several orders
of magnitude more cqmputing power thah is available. How likely is it that in the next three
to five years it will be possible to provide an increment in computing power of two or three
orders of magnitude? Earlier in this article current supercomputers were characterized as
having a peak speed of a few Gflops and an attainable speed of several hundred Mflops.
Memory sizes range from hundreds of megabytes to a couple of gigabytes. An increase in
speed of two to three orders of magnitude would res-ult in systems with a peak speed of 1,000
Gflops and attainable speeds of 100 Gflops or more. If memory sizes kept pace, these systems

would have directly addressable memories of tens to hundreds of gigabytes. Can such systems

be built in the near future? What type of architecture might they have? If they incorporate -

massive parallelism, is there any hope that they can be programmed effectively, so that single
large scientific computations could use them efficiently? These are difficult questions to
answer conclusively, but somé rough estimates can be made with a simplified analysis of the
construction and usability issues. We will restrict the analysis that follows to traditional scien-

tific computations that are dominated by floating-point operations.

A widely accepted estimate of further gpeed increases for a single sequential processor is
only one order of magnitude more than the fastest currently available. That estimate is based
on advances in device and chip technology. Given that some systemns currently have cycle
times of as little as four uanoseconds; cycle times of a few hundred picoseconds would be pos-
gible. Computers built with such technology are surely more than three years away, since dev-
ices of that speed are not yet available as commercial products. We assume that in the near
future device speeds for the fastest chips available will increase at most by g factor of four,

and therefore will not be the key to getting two to three orders of magnitude speed increase.
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'Wé also assume that tying together 1,000 vcct:orbproccssors cach with .a peak speed of 1
Ghop is not a realistic way to create a system with a peak speed of 1,000 Gflops. Even if one
_used 8 distributed memory approach with a simple connection scheme sucﬁ as nng topology,
the cost would be prohibitive. Vector ;Jrocessors that run at 1 Gflop are exbchsive; the com-

munications channels to link them would also be expensive. If the cost per vector processor

were reduced to $i million and communication channels were cheap, it is still unlikely that

any institution would spend over $1,000 million for the system. The physical size of such a

configuration would require a large building as well. This naive analysis suggests that in the
" near term onc would have to use large numbers of much smaller and cheaper processors to
build a very high performance system. For example, the new X1-series floating-point and
integer arithmetic chix; set is just becoming ‘availablc from Weitek. At present only 32-bit ver-
sions are in production; early mext year the 64-bit versions will be available. These chips
have a peak speed of over twenty Mflops. As was mentioned in the description of t_hc Mark
IIfp hypercube with Weitek chips, speeds of 16 Mflops have been measured on hand-codt;d
assembler code to multiply two 3x3 complex matrices. Five Mflops ought to be possible on a
reasonably wide range of computations. Other vendors may have or are developing chips with
similar or better performance. In keeping with the style of this article, the Weitek chip set is
used as an example and proof of existence, not as an indicator of the most advanced commer-

cial product available.

How fast a system could one build today with such éomponcnts? It would require
50,000 such units to reach a peak speed of 1,000 Gflops. "Can systems that big be puf
together? There are indications that they can be, at least if a disﬁ’ibutcd memory architecture
is used. The Connection Machine Model 2 nas 65,536 bit-serial xiodcs and 2048 ﬂo.ating-point
units (based on a different Weitek chip set). This system is not very big physically. Layouts
for configurations with sixteen times as many processors have reportedly been worked out.
Based on these considerations, it would appear possible to build a system with 32,768

floating-point units. If each has 20 Mflops pc‘ak performance, the system peak speed would be
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655 Gflops. Based on early experience with the XL-series Weitek chips, well over 100 Gﬂobs
would be attainable for real applications on such a system. Using 5 Mflops as an estimate of
achievable performance, a 32K-processor system would produce over 150 Gﬂops for highly
‘parallelizable computations. If the price and size of this system were directly proportional to

existing models, it would be realistic to build it

The analysis above was based on just one possible system. Other components and con-
nection schemes should also reach the 100 — 1,000 Gflop goals. Faster components are cer-
tain to be developed in the near future. In summary, it appears feasible to build systems with

much higher performance.

Much larger memory sizes are also attainable, provided one can use relatively slow
memory. In distributed memory architectures, memories need only be well matched in perfor-
mance witim the.‘local processor (or processors, in the case of cluster architectures). Shared-
memory architectures can also effectively use memory systems with components that are slow

_ relative to the aggregate processor speed, provided a suitable pipeline or memory-access net-
work is used. In shared-memory systems, once more than 4 Gbytes are used it will be neces-
sary to devote more bits to addresses than at present. This is a cost, not feasibility, issue.

Having dealt with the hardware issues, admittedly in a most superficial manner, would it
be possible to program systems with that much parallelism? Will the efficiency achieved be
acceptable or will a variant of Amdahl's Law doom us to waste most of the hardware

resources?

There is little doubt that it is possible to use effectively systems with a few hundred 32
or 64-bit processors or thousands of bit-serial processors. For typical scientific and engineer-
ing computations it has already been demonstrated that efficiencies of 70% or more can be
achieved on systems of that type. The necessary algorithm redesign and re-implementation
can often be done with moderate effort. High-level languages with some system subroutine

calls are generally adequate; hand-coded assembler or microcode is not required.

July 3, 1987

B-27



-28-

Does the situation change for systems with thousands of 32 or 64-bit processors or 'mil-
Lions of bit-serial processors? The answer depends on the computation to be car_ricd out. For
many scientific applications it appears.feasible to use effectively arbitrarily large numbers of
large-grain processors, provided the computaﬁon to be carried out is big enough. We will
sketch out below the analysis and supporting ecvidence.

A number of real applications have been discovered to be "embarassingly parallel,” that
is, for sufficiently large problems, the computations can easily be decomposed to run on arbi-

trarily many processors with essentially no serial bottleneck. For such applications, the key

question is whether it will be possible for each processor to get at the data it needs without

" incurring heavy overheads. On shared-memory systems this translates into whether one can

design (and build at a reasonable cost) a processor-memory interconnection scheme that
enables processors to get data from memory at a fast enough rate and without interference

among themselves.

Shared-memory systems with thousands of processors have not yet been built Research
and development of effective interconnection networks is proceeding at several institutions
but their near-term targets for the mammum configuration are at most 4096 processors. Even
if massively parallel shared-memory systems are built, it is not known at this time how effec-

tively the connection schemes, once built, will avoid bottlenecks.

For distributed-memory architectures, systems have been designed and in some cases
built with many processors, SO we assume that scalability of the hardware is not a key issue.
Therefore, let us focus on a processor’s ability to get the data it needs quickly enough. The
communications channels among processors are typically slower than direct memory access
but simpler to characterize, especially if there is no overlap of processing and communications.
If the data are in the same node, ie., in the processor's local memory, thcrc; should be no prob-
lem, assuming that the speed of the processor and memory at each node are well matched.
With large memories at each node, the probability increases that the data are already in the

node where they will be used. But there will be times when communication among nodes is
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necessary, either to transfer data or to synchronize activities. How big is the communications

overhead? We summarize here two analyses, one by E. Amdahl and one by G. Fox.

In a keynote address at the Supercomputing *87 Conference, May i987. “Tempered
. Expectations in Massively Parallel Processing and Semiconductor Xndusti'yf E. Amdahl
presented an analysis of the scalability of parallel systems. There was no paper published in

the proceedings, so what follows is based on notes taken during his presentation. Amdahl

uscd the hypercube architecture as the basis for his analysis because from a hardware stand-

point it is the most promising for extending without limit the number of processors. Here is
my summary of his analysis. Consider an N-node hypercube, N = 2°. Let ¥ = the total
(sequential) workload, let ¢ be the communication and task switching load among processors,
and let g be the “globality” of the data. The quantity g reflects how often it will be necessary
for a node to get data from another node. The case g = 1, corresponds to random distribu-
tion of data, whereas if g < 1 the probability that data are “far away® from the node that
needs them decreases exponentially as g — 0. Assuming that the average number of hops per

communication is

and that one message per node is sent, then the workload on N nodes, including communica-

tions, is

Wy =W + —<£_
N + l+8N1082N (n

ie, it is the original workload plus the communication overhead. It is assumed that communi-
cations is not overlapped with computation; this is the case in most of the current commercial
distributed-memory systems. Let S be the speed of each processor. Then the execution time

for one processor is

Ly
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Tl = W/S
and for N processors it is
Wy
Tv=TJs

Restricting this analysis to the effects of communication, that is, assuming that the workload
W is 100% parallelizable, then the relative performance (speed-up) on N nodes compared to '

one node is

- Tl
Re=7,

or, substituting expression (1) for Wy and simplifying,

Ry = — = )
1+ —g—l + 2 W—log,N
and the efTiciency is
€= ‘ (3)

N
|+ &2
+ T+2 Wog,N

Amdahl! used equation (2) to conclude that one can get arbitrarily high performance on hyper-
cubes, provided the workload is large enough. (In his presentation, the number of ‘processors

was used as the variable to adjust to get higher speed-up. 1 prefer to use grain size and total

workload as the variables, the results arc the same.) What is needed is that % grow more

rapidly than than , Say

N
log,N

4 ~1_C& §
W—s_:N l_‘_glog.,N, >0 4)

Since % is the workload per node, this is a measure of the grain size that must be used to get
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speed-up. According to equation (4), no matter how large N is, one can get increased perfor-
mance by adding more nodes, provided the problem is big enough that the grain size is suit-
able, that enough computation is done on each grain, and the communications load does not

increase too rapidly with N.

Amdahl! pointed out that although performance can be increased indefinitely, the effi-
ciency may be low. For example, if g = 1, N = 1024, and the communications workload ¢ is

0.1% as big as the computational workload ¥, then ¢ = 0.16.

Amdahl also said that for certain computations efficiency could be kept high evén for
very large numbers of processors. He did not present the supporting analysis, but the follow-
ing straightforward manipulations provide a basis for that statement. Clearly one wants the
efficiency to be be as tlose to 1 as possible, even for very large N. That corresponds to

& ﬂ<5
T+g 08V <

for some suitably smali §, § > 0. This will be true if

8

14 c
-_— 1
N_r H@l%w &)

Jjust as with speed-up, if the computational workload per node % is large enough for the con-

figuration used and the communications workload has a certain behavior. We need to charac-
terize the type of workload for which (5) holds true. The left hand side of (5) can be made
arbitrarily large by choosing a large enough workload ¥ for a given value of N (or for a fixed
workload choosing a suitably small ¥ ). Examine the right hand side of (5).. § is 8 constant
and l—f_—g is always less than 1. The dominant behavior is that of clog,N , essentially the
communications workload per node. If ¢ depends on N and ¥ , and grows with the grain size
% sufficiently fast, then (5) will not hold and eficiency will be low. Otherwise, for suffi-

ciently large grain size, efficiency will be high.
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_Fox'[4, 5] had previously developed an analysis similar to that pres;entcd by Amdahl
The same qualitative results are obtained and empirical data are presented that suppon.thc
conclusions. In addition, Fox noted that these results have implications on the memory size of
each node and the amount of computatidn done on the data relative to thq ¢_:ommunication
time required to transfer the data to the node where it will be used. Since this work has been
published, only th; key results will be be mentioned. In Fox’s formulation, the following

(machine-dependent) parameters are introduced
t.4. — the time required to perform a generic operation
L.omm — the time required to communicate one word from one node to another
For a given computation, the total calculation and communication per node are denoted
T .o — the number of operations done in each node x f.a.
T comm

— the number of words transferred to/from each node X fcomm

The fractional communication overhead is defined as

Tcm
/ c = ngc

and it is shown that the efficiency can be expressed as

1
= 6
‘= T770 (6)
which is equation (3) with
fo= —Eg—log,Ni )
1+¢ W

This is not a superficial similarity, because % is a measure of the calculation time per node,

which is what T, represents, and l—c-&}-log,N was derived as an estimate of the communica-
tion time per node, similar t0 Toomn - Therefore we can rewrite (7) as
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—<&_ loggN" AT :
/ = l+g = Lecomm (8)
¢ ¥ Teck
N

so it follows that the results of Fox’s analysis apply to Amdahl's model.

The crucial observation is that the fractional communication time can often be written in

the form

1 ok —temmm )

F (m )’cc!c

where &k is a constant, # is a measure of the.grain size (e.g., the number of points in the sub-
grid acted on by each node). Note that the machine parameters only appear in the ratio
Locte [t eomm -

Are there algorithms for which f; is small? Fox [6, 7] analyzes a aumber of scientific
problems and particular algorithms to compute them and derives expressions for how much
computation and communication is done at each node for a given value of m. For many algo-
rithms, the function F (m ) is shown to be independent of N , the number of nodes. This implies
that high efficiency can be attained on arbitrarily largé systems. Some representative results

are:
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Table 1

F(m) Problem Class

m 1D Grid point Problems
Long range Forces

vm | Full or Banded Matrix LU
decomposition/eigenvalue determination

vm | 2D Statistical Physics
Sparse matrices from 2D
finite element/difference

mYs | As abové for 3 dimensions

log.m Fast Fourier Transform

Recall that to get high efficiency f must be small; when cquation (9) holds, this is equivalent
to having a large F(m). This is true of all the entries in Table 1 that have a large enough grain
size.

These algorithms and others have been implemented on several different hypercubes by

Fox and his group. The actual performance and efficiency observed agreed well with the

analysis presented above for systems with up to 128 nodes, the largest available at the time the

studies were done.

Summary

The current trends in hardware suggest that it is realistic to establish a goal of several
hundred gigaflops performance on a single system within three to five years, particularly if
distributed memory architectures with large numbers of processors arc used. Shared-memory
systems may also scale to such performance, but there is less experience with massively paral-
lel shared-memory architectures. Analyses by Amdahl and Fox, supplemented. by empirical
evidence, indicate that there are many combutations that will achieve high efficiency on

distributed-memory systems with very large numbers of processors.
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VIi. Plr'ospects and Conclnslons

Tﬁere are many commercial products in the advanced computer architectﬁre m'e;a. Many'
of the vendors are aiming at the super-m;nicomputer and mim'-supercomputefmarket rather
than siming at supercomputer performance‘ levels., The field is currently dominated by small
companies that often have anly one product line. It appears that most of the major manufac-
turers do not have products in the high-performance area that are based on new architectures,
whether they be multiprocessors, wide-word architecture, or lattice. The exceptions are Float-
ing Point Systems with its T-Series and Control Data with the CYBERPLUS system. IBM has
the RP3 project for a system that would range from medium to massive parallelism, but that is
a research project; not a commercial product. We are not aware of similar projects within
Digital Equipment Corporation, ETA, Cray Corporation, UNISYS, and Gould, to name a few
of the major manufacturers Perhaps this is due to the relatively small size of the supercom-
puter market. Given that there are already half a dozen companies competing for supercom-
puter customers with “traditional” machines, there may be a feeling that it would be too risky
to introduce radically new supercomputers. A second possible factor for the reluctance to

develop advanced architecture supercomputers is the immaturity of the field. It is difficult to

’ determine in advance whether 8 new architecture has high performance for a wide class of

applications and is cost effective. Advanced architectures are filled with potential bottlenecks

that dramatically reduce the performance that can be achieved.

The specific paths to high performance in today’s commercial advanced architecture
computers vary widely. Some, like the CHoPP, feature a few sophisticated and complex pro-
cessors; others, like the Intel iPSC and NCUBE, utilize many microprocessors with a
general-purpose instruction set; a few wse very large numbers of extremely simple bit-serial
processors. In all cases, high performance is gained through replicating components or proces-
sors, rather than through the use of new hardware technology that yields higher speed com-

ponents. This is true of memory, bus speeds, and basic clock cycle times. On the other hand,
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software technolﬁgy is playing an important role. For several systems, compiler tcchniqueé are
the key to the feasibility of achieving high performance.

We are beginning to see the expcctéd very wide rénge of pe'rformancc gh_at is possible in
many of the parallel architectures. The FPS T-Series is an extreme ;xamplc of this, but many
of the others (ex@sting or future) such as the CHoPP, the RP3, the ULTRAMAX, the
CEDAR, the NCUBE, and the Intel hypercubes have a wide range of performance. cases the
smaller configurations of a particular design are systems of modest performance but the big-
gest configurations reach fairly high performance. This property of the parallel systems should
mean that with parallel architectures it will often be possible to have small to medium-sized
systems owned by an individual or small group of people that are exactly compatible with true

supercomputer systems, with the only difference being the number of processors in the confi-

guration,

It appears that these innovative high-performance systems that are the topic of this pz;pcr
are maturing rapidly enough in terms of hardware and software that in a very few years—
perhaps only two or three—we will sce supercomputer facilities that feature one or more of
these systems. These will be prototypical supcrcémputcr facilities. Application software
packages for engineering tasks, for cxamplc, will not yet be available. Optimizing and parallel-
izing compilers, program development tools, and debugging aids will probably still be less
refined than the corrésponding software for today’s supercomputers, but they should be robust
enough for use in real applications. It is important to note that even now several systems with
the innovative architectures provide mini-supercomputer performance at an.attractivc price

and, when dedicated to a small group of users, can tackle *supercomputer-sized” applications.
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APPENDIX C

ﬂ) : SUPERCOMPUTING AND STORAGE

Ken Waligren
Supercomputing Research Center
4380 Forbes Bivd. Lanham Md, 20706

Abstract

in the late 19S80's supercomputers will have computational performance approaching one trillion fioating point
operations per second. These high performance systems will contain tens to hundreds of giga bytes of internal
high speed memory either distributed, centralized or combined to provide the required bandwidth for efficient
computation. The impact on the on-line storage and mass storage archive subsystems is estimated from actual
user experience with current supsrcomputers.

The on-line portion of the storage subsystem must satisfy the dual constraint of high capacity and very high
transfer rates, while the mass storage portion may have greater capacity with a lower transfer rate requirement.
The actual 1980's storage subsystem will be composed of both magnetic and optical disk and tape units. Some
of the factors critica! to design of the total storage subsystem are examined.

introduction

Oixamination of the future role of magnetic and optical disk technology, with respect to supercomputers, requires
a frame of reference for plausible projections of capacity and transfer rate. By examination of the future
direction of supercomputer performance in operations per second, internal memory capacity and channe!
input/output transfer rates, an estimate can be made of the requirement for the on-line external ‘storage and
rnass storape subsystem.

Attempts to define what constitutes a balanced computer systems from a microscopic view|[1,2] have resulted in
& theoretical understanding of the interplay between processor performance, memory capacity and 1/0 transfer
rates, however, the sensitivity to the application program and the architecture makes it seem impossible to
obtain actual system level estimates. Actual system estimates, however, can be obtained by examining the
historical values for memory capacity, on-line storage capacity and transfer rates as a function of the processing
subsystem performance.

Supercomputer Directions

In the next fifteen years it is expected that supercomputers with peak performances of 100 Giga Floating Point
Operations Per Second (GFLOPS) will be in common usage. These high performance computers will be of one
or more of the three following types: vector pipeline systems with up to 256 units, large two dimensiona! array
processing system with 256x256 or §12x512 processing elements or very high performance muttiple instruction
multiple data stream architectures like the hypercube family. Since each of these architectures can reach 100
GFLOPS through the efficient use of the fastest technology that is practical, h is expected that both silicon and
Gallium Arsenide integrate circuits will be used.

‘. SPIE-The International Society for Optical Engineering, 30th Annua! International Technical Symposium

on Optical and Optoelectronics Applied Sciences and Engineering, August 1986, San Diego, Ca.
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For the purpose of this paper, it is assumed that all architectures capable of providing 100 GFLOPS of
performance are solving a given application job within fields, such as, aerodynamics, weather modeling or .
computational chemistry. Further, &t is assumed that the processor subsystem can be treated as-a box which
requires volumes of data at high rate to sustain performance related to the application. This implies a sequence
of high demand application jobs and not a isolated single pass of an application job for benchmark purposes.

PROCESSORS MASTER MAGNETIC
Lle DISKS
MEMORY CONTROLLER
OPTICAL
DISKS
ARCHIVE

Figure 1. Generalized Architecture

Figure 1 is the_generalized assumed system architecture. The processor subsystem end the total memory.
combine to form what is usually viewed as & supercomputer, all other sections relate to the Input/Output (I/0).

The total memory is assumed to hold the program(s). all its data and space for any I/O butfers needed to sustain

the computer execution of at ieast one large application job without additional input during the computation
phase. In practice the memory usually stages, at least, one additional job for execution. This is critical to
sustaining reasonable system performance. The inciusion of a master 1/0 Control (I0C) subsystems, addresses

the reality that magnetic and optical disks each have a unique features that provide superior performance fora
portion of the process.

Balanced Supercomputer Systems

It would be pleasing to have a simple equation or rule of that would let 2 computer architect known that with a given
processor performance a system should have this amount of memory and this amount of storage capacity and this
amount of transfer rate to the storage media. The reality is that all of the above parameters are application sensitive.
To added to the dilemma, as the computer performance increases the algorithmic methods used within an
application change to take advantage of the computing performance available.

An example, in aerodynamics (3] the computer performance of 10 MFLOPS made it possible to change from the
Nonlinear Invisicid method, to the Reynolds - Averaged Navier Stokes method for approximating a solution to the
Navier Stokes equation which describes the physics of serodynamics exactly. At 1 GFLOPS the change to the large
Eddy Simulation method provides new insights into the flow over aerodynamic surfaces thus allowing the design of
more fuel efficient aircraft. At a Tera FLOPS a direct solution to the Navier Stokes equatiorn would be possible for m
simple structures. For the design of a whole aircraft with this direct solution method it is estimated that a computer
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performance of 10°°15 FLOPS would be required. Other applications, such as weather and climate modeling, show
similar changes in the methods used to approximate the actual physics as computational performance increases.

The above'discu.ssion is intended to establish the lack of & exact solution to the problem of prediction of balance in a
supercomputer design. The best that can be expected is to get a upper and lower bound on the memory capacity,
storage capacity and transfer rate as a function of performance.

Bemory Sizing

By examination of existing scientific computers it is possible to bound the relationship of processor performance to

memory size and ,thereby, on-line storage capacity. Table I presents a historical examination of the ratio of

memory size to performance. -The mean of the sample is 0.4, which implies that the new ETA 10 is a reasonably

balanced system based on history. This also implies that the CRAY 1A was under sized and that the CRAY 2 is

oversized. Experience has validated the that the CRAY 1A was under sized. The new Cray 2, however, may not be .
oversized. As users and system software designs get experience with the CRAY 2 presumed excess, they may find it

critical to efficient usage of this high performance supercomputer. It is only fair to observe that the size of the Cray

memory was more likely driven by the availability of 256K RAMS at a reasonable cost, than system balancing

concerns.

PROCESSORS PERFORMANCE MEMORY RATIO
) SUSTAINED MWORDS
MFLOPS (64 bits) ’

CDC 7600 4 0.5 .12

CYBER 203 T 20 2 .1
ILLIAC IV 25 16 .64

CRAY 1A 30 | .03 -
CRAY 1S . 30 2 A1

CRAY XMP 80 8 .1

CYBER 205 80 - 32 .4

Fujitsu VP-200 100 64 .64

Hitachi S-810 126 A 64 .5

Cray 2 200 256 1.28

NEC 260 64 .25

ETA 10 640 256 .4

Table 1. History Of Memory Size Versus Performance

The memory size of future systems can be estimated assuming that the ETA 10 has a good balance between
performance and memory size. The scaling to 10 GFLOPS, 100 GFLOPS and 1000 GFLOPS assumes that as
performance increases, the memory size is bounded by M=KP**3/4 and M=P. Where M is memory capacity, K is a
constant of about 0.4 and P is processor performance. The M=KP**3/4 bound is valid for most scientific
computation such as aerodynamics and weather modeling and the M=KP bound is valid for image processing and
most computational chemistry. Schneck {4] has pointed out that the P**3/4 boundary is typical of three dimensions
grids where the calculation is performed in time steps, whereas, the M=KP group does not involve time steps. This is
consistent with experience at NASA Ames in aerodynamics, weather modeling and computational chemistry.
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Figure 2. Memory Versus Performance

Figure 2 presents the bounded memory capacity requirement as a function of supercomputer performance. A value
f K=0.4 was used from table 1.

On-line Storage Sizing

Applying the experience from CDC, CRAY and LANL [5.6] the ratio of the on-line storage capacity required to
memory capacity is 16:1. This provides a reasonable estimate of the disk on-line storage required to support a given
computational performance. The data presented in figure 2 at best bound the problem.

The 16:1 ratio is only reasonable when the total system contains an additional mass storage subsystem that is a factor
of 16 larger than the on-line storage subsystem. In the case of the ETA 10 and Cray 2, this results in 32 Giga Bytes
(GB) of on-line storage and 512 GB of mass storage. It must be noted, that the volume of mass storage is highly
sensitive to the application being run at a particular supercomputer site. If very few results are archived than 512 GB
maybe to large, however, if the site process large amounts of climate or image data an additional archive of 10’s of
Tera Bytes maybe required.

Channel Transfer Rates

Existing supercomputer I/0 subsystems indicate an adaptation to the availability of supporting peripheral devices.
The presence of a number of 50 MB/S channels provides the option of stripping (dividing the data between disks
attached to several channels at once)to get aggregate 1/0 rates of near 100 MB/S has been demonstrated. From a
computer architecture and reliability view stripping is not an ideal solution to the transfer rate problem. The
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@Figure 2 presents the bounded memory capacity requirement as a function of supercomputer performance. A value
of K=0.4 was used from table 1.

On-line Storage Sizing

Applying the experience from CDC, CRAY and LANL [5,6] the ratio of the on-line storage capacity required to
memory capacity is 16:1. This provides a reasonable estimate of the disk on-line storage required to support a given
computational performance. The data presented in figure 2 a1t best bound the problem.

The 16:1 ratio is only reasonable when the total system contains an additional mass storage subsystem that is a factor
of 16 larger than the on-line storage subsystem. In the case of the ETA 10 and Cray 2, this results in 32 Giga Bytes
(GB) of on-line storage and 512 GB of mass storage. It must be noted, that the volume of mass storage is highly
sensitive to the application being run at a particular supercomputer site. If very few results are archived than 512 GB
maybe to large, however, if the site process large amounts of climate or image data an additional archive of 10's of
Tera Bytes maybe required.

Channel Transfer Rates

Existing supercomputer 1/0 subsystems indicate an adaptation to the availability of supporting peripheral devices.
The presence of a number of S50 MB/S channels provides the option of stripping (dividing the data between disks
attached to several channels at once)to get oggregate 1/0 rates of near 100 MB/S has been demonstrated. From a
computer architecture and reliability view stripping is not an ideal solution to the wransfer rate problem. The
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aveailability of a penpheral de\nce with sufficient bandwidth t.o support a single apphcauons 1/0 would sxmphfy gystem
sofiware and allow for efficient staging of jobs.

As in the memory discussion, I/0 transfer rates are very sensitive to the application. Classification of applican'éns in
to generalized groups provides a basis for estimat'mg the /0 transfer rate as a function of computational
performance. Figure 3, from a previous paper [7], is an estimate of the transfer rate reqmred for business, image
processing, sciendfic computing and radar processmg as a2 function of performance

-

1010 1G - 10G 100G 1T FLOP
9 MMAGEB
10
B -~
M OPTICAL DISK //
T v
E 2L SCIENTIFIC
S .
/ K=100 L~ CIENTIFIC
s / HEAVY
E 10 - 985 _MAG DISK //
C
#=1000
/J =2000
fos ) 0 : 11 l 12 i3
103 10" 10 10 10
BYTE OPERATIONS PER SECOND
Figure 3. Transfer Rate Versus Performance
Parameters NOW 1990 1995 2000
FLOPS SUSTAINED 640M . 10G 100G 1T
MEMORY SIZE IN BYTES 2G 16G 926G 512G
CHIP SIZE IN bits 256K iM 4M i6M
& OF CHIPS 64K 128K 192K 256K
STORAGE IN BYTES 326G 256G 1.5T 8T
TRANSFER RATE B/S . 50M 400M 1.2G 4G
50% DUMP TIME SEC .20 20 40 60

TABLE 2. SUMMARY OF PROJECTED REQUIREMENTS

The transfer rate and the on-line storage capacity provide the set of boundary conditions for acrueving a reasonable g
balanced supercomputer system as a function of the performance for a given application group. Table 2 is an attempt | —
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to forecast the memory capacity, storage capacity and the channel transfer rate for systems with performance of 10
GFLOPS, 100 GFLOPS and a Tera FLOPS. The capacity values are the minimum expected for each of the

.erformance levels. The transfer rate values, which historically have been peripheral device driven, were selected on
the assumption that large supercomputing applications will have more computations per 1/0 word.

Storage Options

‘The challenge for the on-line storage system is to provide the technology that satisfies both capacity and transfer rate
boundary conditions of figures 2 & 3 simultaneously. Potentially both magnetic and optical technology can meet the
challenge. This section attempts to anticipate the growth in each of the technologies over the next ten years and
than to examine how each will satisfy the boundary conditions for anticipated system performance.

A comparison of magnetic and optical disk technology is a comparison of a mature technology and 2 new evolving .
technology. At present high transfer rate optical disk technology has not been applied to a supercomputer. Units
presently under design and development [8] may provide the first test of an optical disk on a supercomputer.
Transfer rates of greater than 100 Mega Mbytes per second (MB/S) will provide new information on the balancing of
the 170 to the application.

Optical technology seems to have the capability to provide a single peripheral device that can best provide both the

capacity and the transfer rate while retaining a simplicity that will increase the expected mean time to failure. Table

3 is a comparison of what is required in both magnetic and optical technology to provide the on-line storage for a 10

GFLOPS computer system. Similarly, Tables 4 and 5 are estimates for a 100 GFLOPS and a Tera FLOPS

computer system. The tables contains estimates of the anticipated performance of magnetic and optical disks in the

future based on the historical growth rate of magnetic technology and assuming a comparable growth of optical
.echnology once it is established and tested [9].

Requirements For A 10 GFLOPS System
Capacity . 250 Giga Bytes
Transfer Rate 400 Mega Bytes/Second

MAGNETIC OPTICAL
IBM 3380X IBIS RCA
CAPACITY EACH GB 10 4 125
TRANSFER RATE EACH MB/S- 6 48 200
NUMBER OF UNITS 67 64 2
TOTAL CAPACITY GB 670 . 256 250
TOTAL TRANSFER RATE MB/S 402 3072 400
NUMBER OF SURFACES 1072 1024 48 )
NUMBER OF HEADS 2144 2048 48 )
ESTIMATED SYSTEM COST $M 11.1 A 4.1 3.2

Table 3. 1988-1990 On-line Storage



Requirements For A 100 GFLOPS System

Capacity 1.5 Tera Bytes : ’
Transfer Rate 1.2 Giga Bytes/Second . .

MAGNETIC : OPTICAL

IBM 3380X IBIS RCA

CAPACITY EACH GB 40 8 : 250
TRANSFER RATE EACH MB/S 12 : - 48 ~ 200
NUMBER OF UNITS 100 ° 188 : 6
TOTAL CAPACITY TB 4 1.5 1.5

. TOTAL TRANSFER RATE GB/S 1.2 9 1.2
NUMBER OF SURFACES 1600 : 3000 144
NUMBER OF HEADS - 3200 6000 144
ESTIMATED SYSTEM COST $M 135 12.2 9.6

Table 4. 1991-1994 On-line Storage

- Requirements For A 1 Tera Flops System
Capacity 8 Tera Bytes
Transfer Rate 4 Giga Bytes/Second

MAGNETIC OPTICAL

IBM 3380 IBIS RCA
CAPACITY EACH GB 80 ’ 16 500
TRANSFER RATE EACH MB/S 24 100 1600
NUMBER OF UNITS 167 500 16
TOTAL CAPACITY Tera Bytes (TB) 13 8 8
TOTAL TRANSFER RATE GB/S 4 50 25
NUMBER OF SURFACES 2672 8000 384
NUMBER OF HEADS 5344 16000 384
ESTIMATED SYSTEM COST $M -16 25 16

Table 5. 1995-2000 On-line Storage

‘The advantages of optical technology for high capacity, high transfer rate is related to the simplicity of the device in
terms of the number of moving parts and the proximity of the moving parts to the media surface. The typical optical
head is 150 times as far away from the active surface as the typical magnetic head. This combined with the number
of heads required to achieve the required transfer rate results in a higher expected mean time to failure for the
optical subsystem. Reference [10] relates the disk reliability directly to the number of disk accesses (head
movements). An increase in the number of heads without a decrease in the total number of accesses should
decrease the reliability of the storage'unit. This is the €ase. for magnetics. il

‘The reliability consideration must be counterbalanced by the magnetics technologies clear advantage in access time.
However, the access advantages is only important if the transfer volume is less than 1 MByte. The higher transfer
rate of optical technology can compensate when both access and data transfer times are considered. It is noted, that .

individual program storage is typically less than 1 MByte.
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Future Storoge Subsystems

The supercomputer industry has a history of taking advantage of what ever technology is available that will make the
gotal system provide increased cycles to the user. This implies that optical and magnetic technology will be used for
there relative advantages. The single most difficult obstacle is for the buyers o understand is that the cost of the
peripheral system may be as much as the total main processor and its memory, yet, the cost per MByte of storage is
constantly decreasing. The main challenge for the disk industry is to provide cost competitive peripherals that meet
the combined high capacity and high transfer rate requirements.

By the mid 1990’s the storage subsystem must provide capacities of 8 Tera Bytes and wransfer rates of 4 Giga
Bytes/second to allow sustained Tera FLOPS performance. Achievement of these goals requires a capacity increase
of 8 and a transfer rate increase of 20 over state of the art optical systems planned for 1988 delivery.
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ﬂaﬂ
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THE NEED FOR SUPERCOMPUTER PERIPHERALS

During the past five years, the computer industry has undergone
significant changes, not the least of which has been the
emergence of an identifiable supercomputer segment. Prior to
that time, the entire supercomputer industry consisted of two
small American suppliers vying for a worldwide market of 15-25
systems per year.

Radical changes in the architecture, technology and application
of supercomputers have led to vast increases in computing power
and broader uses. The introduction of these machines to new users
and the entry of new competitors, notably three large Japanese
companies, into the supercomputer marketplace have increased the
CPU performance as these competitors strive for recognition..

The performance of the Mass Storage System (Mass Storage is
considered semi-conductor memory, magnetic disk, archival devices
such as tape, optical, or new technology and compatible tape) has
been sadly neglected and languishing in performance capacity and
reliability as applied to supercomputer needs. : .

The networking of these devices into an efficient Mass Storage
System that can satisfy multiple supercomputer systems does not
exist now. Further, the technological advances of supercomputers
have not been applied to Mass Storage Systems because of economic
reasons. There is insufficient volume to recover development
costs due to low production rates. Also, any safe Mass Storage
System (no risk) technical approach will not yield capacity
performance and reliability required. Thus there is even less
interest.

In the magnetic disk area, the net effect is to force the
supercomputér system to use disks developed for the more
traditional low performance systems. These devices are designed
with a heavy emphasis on reducing the cost of storage, but are
deficient in their ability to transfer data at the rates required
by today's supercomputer.

The three most crucial requirements for supercomputer storage are
performance (transfer rate), capacity and data reliability.
These must be viewed in light of two key characteristics of the
current supercomputer systems. First, the individual computers
within the system are faster than ever, and second, a large
system will contain multiple computers. A reasonable estimate is
that the supercomputer demands on disk have grown by a factor o‘
25 during the past five years but the disks system performanc
has grown less than three times the next generation of
supercomputer devastates this ratio. .
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'3' ETASYSTEMS

It is clear that the pressing demand for supercomputer mass
storage disks can only be met by a concerted and dedicated effort
aimed at that specific objective. Further, it is clear that such
an effort will require the application of human and financial
resources for a period of several years. . Equally important, the
prospect of willing and ready buyers must exist. The benefits of
this endeavor will be vastly improved utilization of the
supercomputer systems and the ability to apply supercomputer
power to problems not currently feasible today.

The archival effort is fragmented and discouraging in progress
and again aimed at small computer markets for good reasons cited
before. The Government has attempted to directly contract
developments critical to their missions. If successful, these
efforts must be integrated into the mass storage system that
allows efficient systems use.

Finally, the hard copy capability and quality required must be
addressed. The significant graphics growth in the next few years
will accelerate the need for increased hard copy capacity and
guality output. (We still produce reports and memos on work).
If we don't plan and emphasize this, we will find another
bottleneck has developed.

The industry needs encouragement and shared risk taking to
immediately address these problems. We all recognize the problem
but can only start the effort if bona fied customer (orders) for
prototype devices come forward and risk-sharing money and people
are identified.

In the interest of U.S. supercomputer companies' long-term
business goals, an avenue must be opened to provide these needed
mass storage systems capabilities at the earliest possible time.
It is clear that the U.S. supercomputer companies will not be
able to depend on the creation of high-technology storage,
archive and hard copy systems targeted solely for supercomputing
by the general peripheral vendor mileau. ~Instead, a new
generation of supercomputer peripherals will have to be brought
into being as true "subsystems", based on technologies employed
in the standard "non-supercomputer" marketplace. Only through
the credtive leveraging of state-of-the-art componentry which is
being produced by profitable, successful peripheral
manufacturers, is there a practical chance of supporting today's’
and tomorrow's generations of supercomputers. In order to
encourage ventures in this neglected area, we must have prospects
of early risk money and orders.
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Early supercomputers
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tion, algorithms.
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SOFTWARE FOR SUPERCOMPUTERS
~ AREPORT

EXECUTIVE SUMMARY

A summary of a report prepared _
by the IEEE Scientific Supercomputer Subcommittee
of the Committee on Communications and Information Policy.

The first truly unique supercomputer architectures started to
appear in the early 1970s. The Burroughs Illiac IV, the Texas
Instruments ASC, and CDC'’s Star 100 were built in small quantities
and the software was not highly developed. In many cases the pur-
chasers provided most of the software themselves. It is important
to understand that the very uniqueness that allows these computers

. to yield very high performance also forces users to expend

significantly more effort in optimizing their codes to achieve even a
fraction of this potential power. These early machines were very
difficult to use and the software was not easily optimized. When
the current class of supercomputers (called Class VI machines)
started to make their appearance in the late 1970s and early 1980s,
new software had to be provided. Because of difficulties in formu-
lating and optimizing the programs appropriately for the newer vec-
tor computer architectures, the efficiency of use of Class VI architec-
tures suffered (and still does).

We have three main needs associated with supercomputer
software: portability, language and compiler related software, espe-
cially automatic optimization, and architecture-appropriate algo-
rithms.

The ability to take programs from one manufacturer’s
machines to another or even to move code to later generations of
the same equipment is knows as portability. This has been a con-
tinuing problem in the computing industry, especially in supercom-
puting. Lack of portability not only causes premature obsolescence

" of users’ codes, but also shortens the lifetime of system code sup-

plied by the manufacturer, thus making it even more difficult to
justify the heavy cost of system code development. Some early
government users of supercomputers have tried over the years to
provide continuity from one generation to the next. For example, a
group at the Lawrence Livermore National Laboratory designed the



Optimization software
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Better parallel algo-
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Newer (multiproces-
sor) architectures
make the problem

worse.
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Livermore Time Sharing System (LTSS) operating system in 1963

for the Control Data Corporation 1604 computer and continued its

development through later CDC computers, including the CDC
3600, 6600 and 7600, thus providing compatibility from generation
to generation. The version that runs on Cray computers is now
called CTSS and is being used at Livermore and by other DOE
laboratories. (It is interesting to note that two of the four newly
created NSF Advanced Scientific Computing Centers—at San
Diego, California and Urbana, Illinois—have recently opted to use
CTSS as well.)

Program optimization is another area of crucial importance to
supercomputers. Good automatic optimization is required to
achieve a higher percentage of the potential speed of supercomput~
ers, better utilization of scarce manpower, and better portability. A
good deal of work is now being done on automatic program optimi-
zation. (It is perhaps interesting that very little of this work is
being done by the hardware vendors.) But even after using the best
of these optimizers, the performance typically obtained from the
machine is far less than the peak performance possible.

Better algorithms can make a major difference in the feasibility
of some applications. One only has to think of Fast Fourier
Transforms (FFT) and the Simplex method to recognize the impact
better algorithms can have. Algorithms are especially important on
supercomputers because they need to be specially designed to take
advantage of the vector and multiprocessor parallelism. For-
tunately, some minisupercomputers now available make it possible
to experiment with new parallel algorithms, and many of these sys-
tems are being used in this fashion. However, we are a long way
from saying that we know how to use parallel processors efficiently
for most problems. We now have the tools to study parallel algo-
rithms and we must make these tools available to the algorithms
community.

To make matters worse, machines with new architectures pos-
sessing highly parallel structures are now being designed and built.
At the moment, we are exploring the capabilities of high perfor-
mance systems containing only a few parallel processors. A number
of supercomputer systems being planned are somewhat larger, hav-
ing up to 16 processors. Yet good optimization software does not
yet exist even for these low levels of parallelism. Machines with new
architectures possessing highly parallel structures including hun-
dreds, even thousands of processors, are now being designed and
built. Optimization for these machines promises to be even more
difficult and labor intensive than the last generation of machines.

L
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Lack of eoordination.

There 18 a need for
government directed

Jocus.

Efforts to design automatic optization software to alleviate this
problem is at a very early stage and the costs involved in developing
this software are so high and the efforts to develop it are so frag-
mented, that very little may ever see the light of day.

Many of our difficulties stem from a lack of coordination of
effort. Manufacturers were reluctant to cooperate out of fear of
antitrust laws, and they were reluctant to finance significant
software development for what they viewed as a short term product.
When the Japanese entered the supercomputer competition, they
took a more global approach to supercomputers and treated them as
important, highly marketable entities. Having established super-
computers as a national priority, they were able to take a longer
term view of software development for these machines, a policy
which is proving to be successful. The performance of their
machines shows the results of their foresight by outperforming the
U.S. supercomputers in many instances, despite their relatively
recent entry into the supercomputer arena. One should wonder how
our performance will compare with theirs in a few years.

Recommendations.

It must be remembered that supercomputer software is not just
important to the position of the U.S. supercomputer sndustry in the
world market, but 1t is also cructal to a much broader spectrum of
tndustries that depend on supercomputers for the design of competi-
tive products. This committee believes that the importance of
supercomputers in government and industry is just being recog-
nized. Nevertheless, software for these computers remains under-
developed due to the relatively small size of the supercomputer
software marketplace (compared, for example, to the market for
workstation and personal computer software) and the fragmented
and uncoordinated efforts in this area. Although some attempts
have been made to remedy the situation, we believe that it would be
in the best interests of the United States if the government were to
provide more focus on this problem through the following actions:

(1) Stimulate the supercomputer industry by underwriting some of
the costs of hardware and (especially) software development
through prepurchase programs.

(2) Improve the state of supercomputer software by direct research
and development contracts and grants to industry and govern-
ment laboratories.

(3) Increase basic research funding in supercomputer software.
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(4) Establish a formal coordinating body to better focus existing
development efforts through standards for software portability, g
and to provide interagency coordination of Federally funded
research efforts.

(5) Establish several National Supercomputer Software Research
and Development Institutes (NSSRDI), as recommended in the

SIAM report and in an earlier report from this committee! to
be associated with existing supercomputer centers, both
academic and at national labs. The early successes of some of
the present national labs is evidence of the potential for success
of such institutes. These institutes should have the following
goals.

o Advise the Federal government on matters relating to
supercomputing; :

e Set common software specifications for supercomput-
ers;

e Carry out practical research in structuring algorithms
and applications for supercomputers, including paral-
lel (multiprocessor) algorithms;

e Develop software packages, including operating sys-
tems and compilers, that would be suited for a wide
variety of supercomputers;

e Devise performance measures for supercomputers;
and ‘

e Package these products for government, educational,
and industrial use.

1 A National Computing Initiative: The Agenda for Leadership, Published by SIAM, Philadelphia,
1987. Software for High Performance Computers, Prepared by the Subcommittee on Supercomputers of
the Committee on Communications and Information Policy of the Institute of Electrical and Electronics
Engineers, December, 1985, Washington D.C.

.
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The IEEE Subcommittee on Supercomputers of the Committee on Communications and
Information Policy has produced a number of position papers on supercomputers. For
further information, or to be placed on a continuing mailing list, contact:

Heidi F. James
IEEE Washington Office
1111 19th Street, N.W.
Suite 608
Washington, D.C. 20036

- (202) 785-0017



TABLE 1A

COMPUTER PERFORMANCE

SOLVING A SYSTEM OF LINEAR
EQUATIONS WITH LINPACK
(FULL PRECISION--ALL FORTRAN)

SYSTEM

NEC SX-2

CRAY X-MP-4 (1 Proc 8.5 ns)

NEC SX-1 |

NEC SX-1E

CRAY X-MP-2 (1 proc)

NAS AS/XL V60

CRAY-2 (1 proc)

AMDAHL 1200

CDC CYBER 205 (2-pipe)

FUJITSU VvP-200

HITACHI S-810/20

CRAY 1-S

AIBM 3090-200/VF (1 proc.)

NAS AS/9160

FUJITSU M-380

CDC CYBER 875

AMDAHL 5860 HSFPS

CDC 7600

CONVEX C-1/XP

FPS-264/20 (M64/50)

I1BM 3081 K (1 proc)

HONEYWELL DPS 8/88

UTERS
ECH MEMO 23 (9/1/87)
arra (

a (Argonne National Laboratory)

43
39
36

32

24
21
18
18
17
17
17
12
12

w W W e o o

w

MFLOPS




TABLE 1A (CONTINUED)
COMPUTER PERFORMANCE

SOLVING A SYSTEM OF LINEAR
EQUATIONS WITH LINPACK
(FULL PRECISION--ALL FORTRAN)

SYSTEM MFLOPS
AMDAHL 470 V/8 1.5
IBM 370/168 (fast mult.) 1.2
AMDAHL 470 V/6 1.
ELXSI 1.1
IBM 4381 MG2 .96
DEC VAX 8600 . .48
DENELCOR HEP-1 .21

©
o

[+

IBM PC (W/8070) .012
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WORLDWIDE DISTRIBUTION OF SUPERCOMPUTERS

(INSTALLED AS OF 12/1/87)

COUNTRY ' NUMBER OF SUPERCOMPUTERS -
UNITED STATES . e

JAPAN ' . 81

FRANCE | 25

GERMANY _ 24

UNITED KINGDOM 16

CANADA 9

HOLLAND 5

NORWAY 3

AUSTRALIA 3

SWITZERLAND 2

ITALY 2

SWEDEN 1

ABU DHABI 1 i
SAUDI ARABIA 1

TAIWAN 1

DENMARK 1

WORLDWIDE DISTRIBUTION BY APPLICATION (APPROXIMATE)

APPLICATION: 'NUMBER OF SUPERCOMPUTERS
Government 130
Manufacturing 71
Education 68
Process Industries 37
A
Utilities Industries . 4 -

Others . 11
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February 11, 1987

Mr. James F. Decker -t

Deputy Director

Office of Energy Research
Department of Energy
Washington, D.C. 20585

Dear Jim:

1 am writing in response to your letter of January 7th inviting white
papers to be incorporated in the FCCSET Committee's mew study of
supercomputing in the United States. While I would not put this letter
in the category of '"white paper", I still hope that my thoughts will be
useful in your discussion.

In any case, all of us at Cray are looking forward to seeing your report
when it is issued in the early Spring. Your work in the past has had

an important impact on the industry, and I would expect no less from your
current project. :

First of all let me say that in the four years since your committee was
first organized, the pace of development in supercomputers has shown no sign
of slowing down. This is true both in the laboratory and in the marketplace.

Regarding the latter, all of us associated with the field have been somewhat
surprised and certainly impressed by the strong market interest in our
technology. Speaking just for Cray Research, last year we signed contracts
for 46 supercomputers. This is fully 4 times the number we thought

it would be possible to sell in a year at the time we entered the market-

-Place in 1976. Furthermore, the demand for supercomputers has grown

significantly in all three of our marketplaces; commercial, govermment,

and universities. It is interesting to note, in fact, that while Cray Research
got its start selling to government laboratories, the number of our commercial
customers has exceeded that of our government customers since 1983. Specific-
ally, wve closed 1986 with 30 government customers and 50 commercial customers.

1 bhasten to point out, though, that our government customers are still our
most significant clients with typically more and larger systems installed per
site.

In the last 3 years, thanks in no small measure to the work of your committee,
the university market for our supercomputers has expanded significantly. We
ended 1986 with 16 university customers and could add as many as 7 or 8 in
1987. This, of course, has been greatly stimulated by the support of the
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National Science Foundation, which in turn was stimulsted by the FCCSET
Committee Report in 1983. There has been a large multiplier effect from the
NSF program as well. In fact, only three of our mew university customers
bave received direct NSF support to set up supercomputer centers. The rest
have moved ahead on their own.

In recognition of the importance for the future of the university market,
Cray Research is also providing its own specific support. Through this
year, we are providing $7.8 million in research grants in support of over
140 projects at 12 universities. Each of these projects is designed to
explore how supercomputers can best be used to push forward the boundaries
of knowledge in many scientific fields.

In our own laboratories, as 1 indicated earlier, supercomputer technology
itself is still moving rapidly. Since your last report, we have introduced -
the Cray-2 and installed it at & half a dozen customer sites. Also, we

have improved the performance and lowered the cost of our mainline X-MP
series.

In the new product field, we expect to introduce a successor product to the
X-MP this year which should show st least a threefold improvement in perform-
ance.

Seymour Cray's Cray-3 project has now entered the preproduction phase;

and we hope to demonstrate & meaningful prototype sometime in 1988. Also,
Steve Chen has initiated his "MP" project and has established the basic
system design as well as the underlying technology bhe will use to construct a
machine.

In software, we have introduced a new operating system across our product
line called UNICOS and & mew FORTRAN COMPILER called CFT-77. Last year
the number of major applications specifically adapted to the Cray archi-
tecture topped 400 for the first time.

¥ith all this progress, problem areas and opportunities for improvement
8till exist. For example, while access to supercomputers in the academic
community bas certainly been improved, it is still true that ®any researchers
cannot get all the supercomputer time they meed. This is evident from the
pumber of requests we have had to support supercomputer research in our own
grant program.

Furtbhermore, the support that has been provided cannot be considered a

one time shot in the arm. New technology is coming constantly and needs to

be introduced into mew and existing supercomputing centers. I am specifically
concerned that NSF has shied sway from supporting Cray-2 technology at the
University of Minnesots becsuse of a concern that it was "unproven" when it
was first installed there.

Our greatest challenge, however, comes from overseas and especially across
the Pacific. Competition is becoming stiffer. Initial readings on the new
NEC machine are impressive, and I cannot believe that Fujitsu and Hatachi are

Al
-
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mot at work on mew generstions of their own equipment. Obviously, we have
mo alternative but to move even faster. '

This task of staying shead is mot made easier by a concentration of semi-
conductor technology in Japan. WYe at Cray are very concerned sbout having
to buy our parts from our strongest competitors.. This concern is best
expressed in & memo from Don Whiting which I have attached. Don, as you
know, directs all of our manufacturing activities. He hss also made several
trips to Washington to voice our comcerms.

Finally, mewly industrialized countries are becoming &n important factor in
our field. Over the mext few years, we see the possibility of selling 25 or
more supercomputers to various countries such as Korea, Taiwan, Singapore,
China, India, Brazil, end others. Obviously, this important business for us;
but it is even more important for our competitors. One of the greatest asssets
we at Cray have is our hundred or so customers that are constantly telling us
how to make our machines and software better. Our competitors frankly do not
have this rich resource; and the mewly industrialized countries could present
them an opportunity to create such & resource. ’

The biggest problem we have in developing that marketplace ourselves, is
export control. Clearly, there are important security interests to be
considered and preserved in dealing with the newly industrialized countries.
At this time, however, we are dangerously close to developing an adversary
relationship between U.S. suppliers and our own government in trying to deal
with this challenge and opportunity. Any help your committee could be in
casting light on this problem would be greastly appreciated and highly
productive. :

Jim, these are some of my thoughts presented in & fairly informal fashion.
In spite of their informality, I hope they are helpful. If you would like
@ore information or further elaboration, please do mot hesitate to contact
me. I would happy to meet with your committee, as I have in the past, at
anytime.

I hope we meet again soon. In the meantime, best regards.

Sincerely yours,

. R6llwager™
Chairman and CEO

JAR/pmr
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INTEROFFICE MEMORANDUM

TO: ' John Rollwagen DATE:' February 2, 1987
FROM: Don Whiting ' - |

SUBJECT: JOREIGN DEPENDANCE = SUPERCOMPUTING

In the late 1970's and very early 1980's, Cray Research, in
addition to many other companies, discovered that high-tech I.C.'s
were Japanese as opposed to American. The 64K DRAM was the
frinciple part that created the revolution in general. For Cray,

t was the 4K x 1 ECL RAM. Every leading edge memory part has
been bought from Japan since that switch we made in 1980.

In addition to having advanced technology, the quality and
reliability of the Japanese parts have been superior by at least

an order of magnitude for six to seven years. 1In 1980 the domestic
I.C. companies launched significant programs to improve quality and
reliability which have been reasonably successful. While our
Japanese suppliers still lead the quality race, the domestic people
are quite close. Progress has been made.

Our Japanese suppliers, while per’formin? very well, are also our ‘
competitors. They have a stated objective to dominate the '

computer marketplace and specifically targeted is the

supercomputer area of that market.

With this slight background, some of my concerns with foreigﬁ
(Japan) dependance and foreign take over of domestic I.C.
capability are as follows:

© Whoever controls the I.C. technology will clearly control
all high tech end itenms.

© U.S. I.C. suppliers do not appear to have squal
opportunities to sell in Japan. ‘

© If the best technology company is also one of our best
competitors, Cray must be careful about how we share our
future design plans.

© If we work with competitors, we have to assume we will not
get the latest technology first.

© With cur unsettled trade policies, we have to assume that
I.C.'s from Japan may be restricted, quoted, taxed,
dutied, etc... at some point in time.
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INTEROFFICE MEMORANDUM

o‘ The best computer companies in the world are’alsé the best

©

most advanced I.C. companies in the world. NEC, Hitachi
and Fujitsu are all in this category. IBM, DEC and to
some oxtent AT&T are in this category. We can not buy
I.C. technolog{ or even parts from IBM or DEC. AT&T
appears to be in a state of change or retrenchment that
may also restrict our ability to get parts.

To date, our best allies in real development have been
Motorola and Fairchild. We are beginning to see smaller
companies like Gigabit and Performance Semiconductor
£illing a niche market.

Joint efforts like MCC do not appear to work well in the
United States.

It appears there needs to be a shakeout and consolidation in the
I.C. world. A number of large survivors will emerge that will
control the merchant market. How this occurs will determine the
international flavor of the electronics market. If competition
were fair and equal in all countries, the U.S. would still be a
dominant force. Given that this does not currently exist, some
U.S. Governmental intervention appears necessary. Giving away. our
semiconductor business will surely result in a loss of control of
all electronic products.

oy

0

DFW:1lm

cc: Les Davis
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APPENDIX F-2

1201 Pennsyivanis Avenve N.W. Lok D. Rice

Suite 307 Senior Vice President
‘Washington, D.C. 20004 Government Affairs.
202/789-8517

October 5, 1987

Mr. James F. Decker
Deputy Director

Office of Energy Research
Department of Energy
Washington, D.C. 20585

Dear Mr. Decker:

At the suggestion of Lloyd Thorndyke, I wish to submit some
recent recommendations of Control Data/ETA Systems to U.S.
policy makers on enhancing the competitiveness of the U.S.
supercomputer industry. You will note that some of these
proposals were contained in the White Paper we presented to the
Federal Coordinating Committee on Science, Engineering and
Technology (FCCSET) in February 1987.

We believe that if the U.S. is to retain its world -
leadership in the design, development, manufacture and
application of supercomputers we must recognize the gravity of

- the Japanese competitive threat and implement appropriate

policy responses.

The recent U.S. government investigation of Japanese

~trading practices in supercomputers apparently concluded that

the government of Japan has mounted an aggressive strategy to
dominate the global market for supercomputers. This strategy
includes protecting the home market against access by American
vendors; predatory pricing of supercomputers in the U.S. and
third countries; and subsidizing technology development in
advanced computing. Such activities are increasing Japan's
world market share in this critical sector and could repeat the
semiconductor scenario with even more ominous consequences for
the national security of the U.S.

Control Data/ETA Systems has already set forth detailed
recommendations for addressing the question of trade practices
in supercomputers in its February 26, 1987 submission to the
U.S8. Trade Representative. (See enclosure.) In summary, we
recommended an ongoing rigorous dialogue with Japan to achieve
a level playing field in supercomputer trade. We urged that
this dialogue include the whole range of issues from market
access to predatory pricing practices. We did not advocate
protective tariffs or government subsidies to prop up the
domestic supercomputer industry.
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~ We were pleased with the August 1987 exchange of letters
between Ambassador Yeutter and Ambassador Matsunaga which
appears to open up Japanese government agency procurements
through a more transparent process of bidding rules. And we
understand that USTR is committed to treating predatory
pricing, particularly the so-called *blockbuster” marketing
'give-aways to universities, as an outstanding unresolved issue
in the overall bilateral relationship. Our government must
exert pressure to halt predatory marketing practices in U.S.
universities.:

But a defensive policy alone will not promote the global
competitiveness of the American supercomputer industry. Our '
country requires a proactive, affirmative U.S. government
policy of supporting technological excellence in
supercomputing. This policy must take at least four forms:

One, the U.S. government should promise system procurements
upon successful demonstrations of design goal achievements. A
program of guaranteed procurements of supercomputers that
satisfy design and performance standards, not unlike that
practiced in our fighter aircraft program, would be a powerful
incentive to technological preeminence.

In this connection, we strongly urge the Department of
Defense, NASA and the intelligence agencies to recognize the
profound threat of a dependency on imported supercomputer
. technology and adopt -a  policy of domestic content in such
procurements. Indeed the GATT procurement code contemplates a
domestic reservation in national security or defense industrial
base procurements. This policy would of course apply to
components and peripherals used in these technologically
advanced systems.

Two, we recommend that the government establish a formal
program of assigning promising supercomputer design proposals
to specific government laboratories and agencies which will
procure and integrate these systems into their working
environments. Such cooperation would naturally focus on
software development and applications.

Three, since increasingly supercomputers are product
families with a significant range of performance from smallest
to largest, we need to relax and simplify export control
procedures. Even where a standard set of safeguards is
required, the interagency processing of export licenses simply
takes too long and does not seem to consider adequately
differing performance ranges. If our government cannot match
Japanese license processing time, the American supercomputing
industry will not achieve competitive production levels.
Improving the licensing process will also demand far improved
communications between industry and government officials.

—
\»
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Four, NSF should give broader support to U.S. university
procurements of U.S. supercomputers. It is a national disgrace
that today there are more supercomputers in Japanese
universities than in our own un1ver51t1es

We thank you for still another opportunity to submit our
views on government policy for supercomputing and look forward
to the final report and recommendations of FCCSET.

Sincerely,

(ns OO, s

Lois D. Rice
LDR/jg

CC: R. M. Price
T. C. Roberts
L. M. Thorndyke
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Control Data Corporation/ETA Systems
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February 26, 1987

Control Data Corporation/ETA Systems

The Section 305 investigation will help focus attention on
the critical importance of the U.S. supercomputer industry
to our national security and economic well-being. This
inquiry should also enhance understanding of the direct link
between the supercomputer industry and U.S. technological’
competitiveness and the central role of supercomputers in
driving technology all across the domestic industrial

front. HMoreover, the 305 investigation is an important
first step toward future negotiations with the government of
Japan on a whole range of issues addressing concern over
Japanese practices in supercomputer trade.

CDC/ETA neither favors the imposition of tariffs or quotas
to protect the U.S. supercomputer industry, nor advocates
any specific trade law response to Japanese trading
practices in supercomputers. The U.S. government is in a
far better position to determine an appropriate course of
action under U.S. trade law.

CDC/ETA nevertheless believes that present trends in
supercomputer trade, together with evidence suggesting
certain unfair trade practices, require the U.S. government
to initiate a more coordinated and rigorous dialogue with
Japan to assure a level playing field in supercomputer trade
and fair market access. This dialogue should include issues
such as R&D, achieving equity in technology flows and
pricing strategies in the U.S. and third country markets.

Through government-to-government negotiations, U.S. trade
officials will hopefully be able to persuade the Japanese .
government to take the necessary steps to ensure that its N
practices represent an even-handed, fair and equitable
approach to competition in the supercomputer industry. 1In
conducting these negotiations, U.S. trade representatives
should view Japan as a strategic ally and economic partner
of the United States. Technological cooperation must
replace adversarial trade practices in future trade
relations. '

At the same time, the U.S. government must recognize that
Japanese trade practices are deeply entrenched and that
America is losing leadership to Japan in a number of
critical, leading-edge industries and technologies,
including supercomputers. Supercomputers help drive the
technology throughout the computer industry, have direct
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effects on the infrastructure that supports supercomputers,
such as semiconductors, and provide computational ability to
solve problems in other fields. The loss of technology
leadership in this sector would increase U.S. dependency on
foreign sources of supply. ' 4 :

CDC/ETA does not advocate government subsidies to prop up
the domestic supercomputer industry. But, in the interests
of the national security of the U.S. and the quality and
productivity of America's industrial infrastructure, the
U.S. government must act affirmatively to encourage
innovation in new high technology industries and promote a
viable broad-based American supercomputer industry.

CDC/ETA urges the U.S. government to adopt a policy of
proactive support for the still emerging domestic '
supercomputer industry through "commerciality,” i.e., the
competitive process of federal government commercial product
procurement. This policy would promote the commercial
development of critical American industry and technology as
well as R&D excellence. In addition, the U.S. government
must implement tax incentives to encourage research and
development, promote research in educational institutions
and excellence in education, enhance the capabilities of the
National Science Foundation to support science, technology
and advanced computing and expedite the processing of export
license applications while limiting the scope and burden of
~export controls.

This paper suggests several approaches for U.S. government
consideration in support of the domestic supercomputer
industry. The point is that trade law remedies alone will
not suffice to maintain U.S. competitiveness in
supercomputer technology.
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During the 1980°'s supercomputer?® applications expanded to
more and more commercial and industrial uses. Of the

'appr021mate1y 245 supercomputers worldwide, 180 have been

installed since 1982. Present estimates are that by 1990
this market will expand from the current $500M annually to
$1.5-2.5B. .

To generate profits, supercomputer companies must .design
quickly and at a time when the design cycle is rapidly
compressing. To survive, companies looking at the 1990
market must get a reasonable market share to sustain both
the design stages of today and the faster designs and lower
costs of tomorrow. In short, supercomputer companies will
exit the marketplace unless they can support required
research and development costs.

Supercomputers were once an exclusively American industry.
Control Data Corporation (CDC) developed the world‘'s first
supercomputer more than 20 years ago. CDC and Cray
Research, another Minnesota based company, dominated the
marketplace until the mid 1980°'s when in just one year,
1985-86, Japanese companies increased their orders by 100%
-- from 30 to 64. The government of Japan and the three
industrial giants, Fujitsu, Hitachi and NEC, now represent a
serious threat to U. S. leadership in supercomputers.

The real issue, however, in supercomputer competitiveness is
technological leadership. The United States has been a
world leader in harnessing the creativity of its engineers
and scientists, developing new and innovative designs for
supercomputers, and commercially exploiting the business -
opportunities created by those innovations. For the United
States to maintain its role as a world innovator, its

- industries must remain productive at the leading edge of

technology.

Leadership in supercomputing - a linchpin industry crucial
to our entire industrial base - is important to the military
and economic security of the United States and its allies.
Leadership is essential to the advancement of scientific
knowledge and know-how, and to the ability of American

At any given point in time a supercomputer represents the
leading edge of computer capability. Currently, a
supercomputer is a computer system capable of solving large
scientific problems characterized by a trillion calculations
using 1 billion words of data within a 24 hour period.
Advanced, highly integrated semiconductor chips, high
performance magnetic recording devices, and new forms of
software that exploit ®“parallel processing® techniques, are
8ll essential components in today's state-of-the-art
supercomputers.
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eng1neers, scientists and researchers to tackle and solve
the most difficult computational problems, involving such
diverse applications as weather forecasting, petroleum
exploration, weapons research, biotechnology and
phatmaceut1cal research, automotive and aircraft des1gn.

The U.S. has lost its consumer electronics 1ndustty, the
semiconductor industry may also be lost. If the
supercomputer industry follows, stagnatlon will occur and
the U.S. will lose both the leadership in advanced computing
technology and the ability to compete in many industry
sectors. The price of U. S. failure in supercomputers is
therefore extremely high: it is not only the loss of other
leading edge technologies but also America's industrial
competitiveness.

RADE PRACTICE N PERCOMP R
I in

Export targeting involves a combination of coordinated
actions intended to enhance the international
compet1t1veness of a specific firm, industry or group of
companles. Foreign industrial targeting practices can have
an injurious impact on the viability and competitiveness of
U.S. industries. This has been evident where the foreign
government has sought to develop a particular industry by
creating a relatively risk-free environment to provide a
competitive advantage the industry would not otherwise have
under normal market conditions.

Targeting is different from other potentially
trade-distorting practices in that it involves a combination
of actions, any one of which may have a marginal impact on
the industry‘’s competitiveness, but which taken together
artificially create a comparative advantage for the selected
industry. Targeting practices typically include certain
non-tariff barriers to curtail foreign access to the home
market; technology design and development subsidies and
research cartel arrangements; and predatory practices
designed to penetrate the U.S. market and preempt U.S.
exporters in third-country markets. 1In addition foreign
governments often direct private capital as well as
government financial resources to the particular industry on
a preferential basis, establish an exclusive industry cartel
and provide preferential sourcing of government procurement
to domestic vendors. All of these practices are intended to
provide special protection during the establishment and
development of the industry and to promote the successful
penetration of foreign markets.

type of practices mentioned above in a number of industrial
sectors, including automobiles and semiconductors. Now
Japan is under scrutiny regarding the supercomputer

- 4 -
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1ndustry; with strong evidence of implementing a combination
of policies intended to dominate worldwide supercomputer
manufacturing.

Responding to such adversarial policies is difficult,
however, because damage in the form of lost market share at
home and abroad often occurs before appropriate remedies can
be implemented. The combination of protected home markets,
subsidized technology and predatory pricing in the U.S. and
third markets can quickly erode the competitiveness of U.S.
suppliers. Reduced volumes in turn force U.S. manufacturers
to incur higher unit costs, while insufficient sales revenue
and profitability foreclose essential investment in R&D.
Unable to commercially sustain the R&D necessary to remain
competitive -- particularly in high technology industries
where product design cycles are so compressed -- companies
inevitably must concede the marketplace to the targeting
enterprises.

Thus, targeting policies aimed at critical leading-edge
technologies should be addressed when they constitute a
threat of injury. Because the supercomputer industry
supports the leading technology in the computer industry,
competitiveness generally in information processing
presupposes a strong domestic supercomputer industrial
base. Moreover, if the U.S. becomes dependent upon Japan as
the predominant supplier of leading-edge computer
technology, the U.S. will lose the driving force in
semiconductors and related technology and computational
power in other fields.

Market Access

The Government of Japan is currently engaged in a number of
practices in the supercomputer industry which are cause for
concern. For example, access of U.S. supercomputer vendors
to the Japanese home market appears severely restricted as a
matter of government policy. While industry analysts have
long rated U.S. supercomputers as far superior to the
Japanese compéetition, only six such units have been sold in
Japan, and none to a government agency.

It has been widely reported that seven years after
establishing a sales and support office in Japan, one
leading U.S. supercomputer company had sold only six out of
twenty-two supercomputers operating in Japan. Domestic
companies like NEC, Fujitsu and Hitachi seem clearly to have
had the inside track when government agencies have solicited
bids for supercomputer contracts.

When Control Data expressed an interest in a supercomputer
procurement announced by the Japanese meteorological agency

for weather observations and forecasting -- an area where
Control Data computers have been especially competitive
worldwide -- the agency insisted that the proposal be

submitted in the Japanese language and in only thirty days.

-5 -
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Since the announcement and technical specifications for the
procurement were printed only in Japanese, they could not be

translated and a response rendered in this short timeframe. -

Control Data was unable to submit a proposal due to the
-terms of the RFP.

The same pattern has characterized supercomputer
procurements by the Japanese Education Ministry. There
appear to be no formal -announcements or notifications of
upcoming procurements §O American supercomputer vendors are
effectively precluded from participation. This approach
stands in stark contrast to NSF supercomputer procurements,
for example, which permit full and open competition and
supportive linkages with U.S. universities -- such as in the
1985 Fujitsus/Amdahl-University of Michigan proposal for a
federally-funded supercomputer center.

vernmen D

Meanwhile, Fujitsu, Hitachi and NEC, supported by Japanese
government R&D subsidies and cartelization policies,
continue to develop advanced supercomputer technology. :
Indeed, the U.S. International Trade Commission concluded as
far back as 1983 that the Japanese government had sponsored
a number of joint R&D projects involving the fourth and
fifth generation advanced computers -- projects from which
U.S. companies were excluded. It appears that the Japanese
government has not only tolerated but actively encouraged
and financially assisted the giant vertically-integrated
electronics companies that manufacture supercomputers to
establish a number of horizontal ties with respect to
research and development in advanced computing. Unlike the
U.S. Microelectronics and Computer Technology Consortium
(MCC) and other similar American R&D joint ventures in
advanced computing which have received no governmental aid
for research, the Japanese R&D consortia in supercomputing
appear to receive substantial governmental subsidies.

n i le A : hnol

Moreover, the results of U.S. Government supported research
and development have been fully available to Japanese and
other foreign participation, while government-assisted R&D
in Japan has been almost completely closed to American
companies and researchers. 1In the U.S. Japanese companies
have had access to the over $18 billion per year of
federally-assisted non-defense R&D conducted in the federal
laboratories and universities and licensed to foreign
applicants. American companies, however, with the sole
exception of IBM, have been denied access to computer
patents held by MITI on the basis of Japanese government
subsidies for R&D in the computer industry.

Finally and equally important, U.S. companies have not been
permitted to sponsor and therefore have access to research
in Japanese universities or to take equity positions in

- 6 -
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innovative small Japanese firms. Japan, on the other hand,
has exploited fully both of these opportunities in the U.S.
Japanese companies sponsor advanced computing research at a
number of leading research universities in the U.S. and have
acquired substantial U.S. computer technology by investing
in U.S. companies. Fujitsu‘'s investment in Amdahl and the
proposed take-over of Fairchild Semiconductor are typical of
Japanese technology acquisition in advanced computing.

It may be argued that the U.S. Defense Department research
support is in effect a subsidy for U.S. supercomputing.

However, it is generally accepted by analysts that the

commercial sector in supercomputing is at the leading edge
while defense applications are now utilizing trailing edge
technology. DoD support of supercomputing for commercial,
non-weapons technology development is almost mon-existent.

Control Data concludes that in the field of electronics
technology, an alarming inequity characterizes the
international flow of technology between the U.S. and
Japan. Because of this mismatch between Japan‘’s almost
unlimited access to American electronics technology and
Japan's near total denial of U.S. access to similar Japanese
advanced computing technology, together with substantial,
direct and exclusionary Japanese government support for its
supercomputer industry, the U.S. may be on the verge of
losing its comparative advantage in advanced computing

- technology. :

The availability of semiconductor technology related to
supercomputers is crucial to the viability of the U.S.
supercomputer industry. Supercomputer development requires
the newest, fastest, and most integrated technology, but
Japanese semiconductor suppliers cannot be counted on to be
reliable and timely suppliers of supercomputer technology to
the U.S. 1In fact, if a United States dependency on Japanese
components for supercomputers continues to evolve, it is
quite probable that advanced technology computers would
eventually be supplied only from Japan.

An example of Japanese selective supply occurred in the
Autumn of 1984 when ETA SYSTEMS specifically asked Fujitsu
to supply a 64k SRAM. Fujitsu indicated that this device
would not'be available until late 1985; more probably 1986.
Within five months, Fujitsu stated that not only would they
supply such a device, but also several thousand devices were
immediately available. Concurrently, in Japanese trade
journals, Fujitsu announced the successful development of a
256k SRAM.

Recently, Control Data engineers identified a particular
semiconductor gate-array technology of critical importance
to high-performance supercomputers. Japanese vendors
informed Control Data that the technology would not be made
available to Control Data. This type of incident causes
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great concern as to the real motivation behind the Japanese
reluctance to supply this technology to a U.S. company.

pricing Practi

Turning now to the area of pricing strategies, there have
been widespread allegations of huge price discounts by
Japanese companies to penetrate foreign markets, including
the U.S. The U.S. Department of Commerce, for example, has
recently scrutinized a transaction in which Nippon Electric
Company (NEC) supplied its supercomputer to the Houston Area
Research Center (HARC). Estimates are that the transaction
price of the NEC SX-2 selected by HARC was in the range of
$9 million, substantially below its list price of $22
million. Under such circumstances legitimate questions of
below cost sales are raised. '

In late 1986, Control Data had a second experience of
aggressive pricing strategies by Japanese supercomputer
companies. ‘Control Data bid a Cyber 205 supercomputer in a
U.S. Air Force procurement for logistics command at Scott
Air Force Base. Honeywell Information Systems bid a’
high-end mainframe computer manufactured by Nippon Electric
Company. The Air Force awarded the procurement to NEC
because the price was $8 million below CDC. While it is
difficult to determine all the circumstances which accounted
for this pricing, this type of practice tends to support
inquiry into Japanese companies® trading practices.

With specific reference to supercomputers, Japanese policies
may also infer a new and more concerning element:

downstream dumping. The large, integrated Japanese
supercomputer companies each were named parties in the
recently concluded Semiconductor Consent Agreement. In that
accord, seven Japanese companies agreed to a complicated
settlement to end dumping memory chips in the U.S. market to
avoid certain imposition of U.S. antidumping duties.
Semiconductor chips involved in that judgment would appear
to be incorporated by the same Japanese companies in
supercomputers marketed in the U.S. and third country
markets. Downstream dumping, therefore, may now have
emerged as a new concern regarding Japanese trade practices
intended to eclipse American supercomputer companies.

Not only in the U.S. and Japan but also in third countries
U.S. companies are being confronted with aggressive Japanese
trading practices. Worldwide orders by Japanese companies
increased from 30 in 1985 to 64 supercomputers by mid-1986
—- an increase in one year of over 100%!* By the end of
1986 the Japanese share of the global supercomputer market
of 245 units exzceeded 25 percent with concentrated focus on

* Japan Economic Survey, January 1987, p.4.

-8 -
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the U.5. market. It is fair to conclude that the_practide;

cited above had to play a significant role in the rxecent

success of these companies. Therefore, the U.S. Government
should provide an affirmative response now in order to
ensure “commerciality,® a “level playing field® and access
to the Japanese market and technology, all of which are
critical for the survival .and success of the U.S.
supercomputer industry. - .-

If the U.S. Government concludes at the end of its Section
305 investigation of Japanese trading practices that there
is sufficient concern regarding targeting of the U.S.
supercomputer industry, the U.S. trade negotiators should
initiate a vigorous dialogue with the Government of Japan to
restore and maintain a level playing field in supercomputer
trade worldwide.

The focus of U.S. Govermment policy should be to neutralize
any adverse effects of Japanese trading practices. Priority
U.S. trade negotiating objectives would include: improving
market access in Japan, particularly for government agency
procurements; securing U.S. company participation in
Japanese Government-funded R&D cooperatives and access to
advanced computing technology on a reciprocal basis; and in
general, obtaining Japanese Government support for ending
unfair trade practices in supercomputers, in the U.S. market
and in third countries. :

In addition, the U.S. govermment should move expeditiously
to encourage the development of advanced computing
technology in the U.S. and proactively support the
commercial development of the domestic supercomputer
industry. The U.S. must encourage the development and R&D
excellence of its critical, leading-edge industries. The
government needs to recognize that the U.S. may have already
lost leadership to Japan in a number of industries and
technologies ~-- particularly those like semiconductors that
support the technology in supercomputers.

Accordingly, the procuring agencies of the U.S. government,
including DoD, NASA, DoE, NSF and related programs, must
support the domestic supercomputer industry in their
competitive procurement policies. .

The latter recommendation could be implemented by new
legislation or regulations recognizing the importance of
supercomputers for U.S. national security and the industrial
infrastructure and the potential for a distortion in
supercomputer pricing due to strong Japanese government
involvement. Specifically, U.S. government procurement law
should be amended to require federal agencies procuring
supercomputers to take special account of (i) the effects on
the domestic industrial base of reliance on foreign-sources

-9 -
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of supply for supercomputers and (ii) the possibility of
foreign- source dependency for supercomputers.

In addition, the U.S. government, through the agencies using
supercomputer systems, should establish a formal program
whereby promising new supercomputer designs are assigned to
specific government laboratory/agencies with the '
responsibility to integrate the systems into their working
environments. We believe that the state of the art is
rapidly advanced as a result of a joint endeavor. This
approach is recommended in several different government
laboratories/agencies, including those of the Department of
pDefense and the National Security Agency. Recognizing that
the early introduction of new systems is generally related
to software issues that the government has particular
expertise in, and to hardware issues that the supplier has
particular expertise in, a cooperative arrangement can
accelerate the introduction of these new systems to the
optimum.

Another recommendation is to have the U.S. government
provide system procurement credits for U.S. manufactured
components and peripherals.

The components and peripherals used in these technologically
advanced systems are key ingredients in the early
development of supercomputers, and ultimately f£find their way
into the rest of the computer and electronics industry.. The
government, therefore, should find ways to encourage the use
of domestic components and peripherals in the design and
manufacture of supercomputers. We would suggest that a
procurement system that provides substantial credit for the
use of U.S. made components of the system would encourage
their use.

The peripherals industry itself is threatened by Japanese
trade practices. While the U.S. government has responded to
the need to encourage high performance semiconductor
development through such programs as the VHSIC program, it
has completely overlooked the fact that for some
applications the peripherals, namely the disk drives, limit
the performance of supercomputers. The mainstream market
for disk drives is not going to provide, for example, the
very high data transfer rates required by these .
applications. Therefore, as a corollary to this
recommendation that -U.S. peripherals be used, the government
must be prepared to increase its support of the magnetic
recording industry.

We believe the U.S. government must guarantee procurement of
new supercomputers meeting general design goals. The single
most important inducement that can be provided to bring new
competitors into the supercomputer arena is the promise of
system procurements upon successful demonstrations of design
goal achievement. Because of the uncertainties in
accomplishing specific technology levels, and the desire on

- 10 -
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performance of these systems, a cooperative approach is
desirable. History has taught that a joint effort by user
and vendor generally overcomes initial short falls,
especially software, in the most expedient manner.

@ ' the part of the user community to ever increase the

Finally, the U.S. government must implement tax incentives
to encourage research and- development, promote research in
educational institutions and excellence in education,
enhance the capabilities of the National Science Foundation
to support science, technology and advanced computing and
expedite the processing of export license applications while
limiting the scope and burden of export controls.

@

- 11 -
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Supercomputers have a number of applications critical to
U.S. national security and the industrial infrastructure.
National security applications were among the first uses for
supercomputers and are still a large market segment.
Moreover, supercomputers are indispensable for the solution
of problems involving weapons design, nuclear effects, naval
nuclear reactor design, cryptology/cryptography and space
exploration. The deployment of the SDI system will require
supercomputers as well. '

Other applications important to both national security and
civil/industrial goals include meteorology and weather
forecasting, both for military and civilian needs. Aircraft
design, wind tunnel simulations and structural designs afe
all highly dependent on supercomputer applications. Much of
the research on computational fluid dynamics can be used for
civilian and military purposes.

Finally, supercomputers have important commercial,
industrial and educational research applications. For
example, supercomputers were first used in the petroleum
industry for seismic data processing and oil/gas reservoir
simulation. Since the beginning of this decade other
industrial applications began to expand rapidly so today
they now exceed by a considerable margin the supercomputer
demands of government and researchers.

The automobile industry has turned to supercomputers to help
maintain worldwide competitiveness, with each of the Big
Three installing a supercomputer for auto design and
crash-worthiness simulation. Another area of considerable
growth is electronic computer aided design (ECAD), fueled by
the rapid rise in electronic circuit complexity and the
sophistication of current computer designs. It is an axiom
that it takes a supercomputer to design a supercomputer.

The computing power and large memory of the supercomputer
are also being applied to graphics, movie animation. After
a hiatus of several years because of the lack of Federal
support, supercomputer applications in education and
research are growing, particularly in the fields of
molecular modelling for chemistry and biology.

Manufacturers

There are presently two U.S. supercomputer manufacturers --
CDC/ETA and Cray Research. In Japan only NEC, Hitachi and
possibly Fujitsu manufacture supercomputers. These are the
only supercomputer companies in the world.

(1)
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In contrast to the vertically integrated Japanese vendors,
the U.S. supercomputer companies are relatively small and
must depend on an infrastructure of suppliers for

- components, peripherals and ancillary equipment.

Cray Research - It has been reported that Cray Research buys
most of the logic and logic components for current
production models from Japanese sources. It is not known
what the source of the design software is, but there is
likely Japanese involvement. Cray also buys some
high-performance magnetic disks from Fujitsu, as well as
units from Ibis.

ETA Systems - The ALSI 20K circuits in the ETA-10 are
sourced from domestic vendors with current production from
Honeywell. A second U.S. source has been signed and is
undergoing evaluation. The memory chips are procured from
both U.S. and Japanese suppliers. All ECAD used for design
of chips and boards was developed internally by CDC/ETA.

The board manufacturing technology was developed by ETA.

ETA buys high-performance disks from Ibis and plans to offer
comparable high performance disk drives manufactured by CDC
when they become available.

PERCOMPUTER TECHNOL LOPMEN
W ercom r n r

The supercomputers developed during the past few years are a
sharp departure from their predecessors in several important
ways. In addition to the expected improvements in basic
speed, there are now architectural changes. One of these is
the use of multiple CPUs within the same system to provide
additional power beyond that available from evolutionary
improvements. The inclusion of massive auxiliary memories
is a second change. The combination of these two changes
has led to broad performance ranges of supercomputer systems
in contrast to the fixed configurations of the recent past.

The production cycle for a supercomputer is about five
years, although it remains in productive customer usage for
twice that period. During the product cycle, enhancements
are introduced as newer technology becomes available. This
results in improved models with higher performance and
larger memories. Of equal interest is the design cycle
which lasts three to four years, and which carries a high
dependency on the successful development of underlying
technologies, all of which rely upon product use, i.e.,
sales.

(ii)



Since 1980 more supercomputers have been sold for academic
and commercial/industrial applications than for government
applications, including those associated with national
security. It is expected that this trend will intensify as
more commercial/industrial applications are developed and as
academic research finds new uses for supercomputers. The
availability of systems from non-U.S. suppliers (Japan) will
accelerate the spread of supercomputer usage elsewhere in
the world.

rgent/"Inf @

Until about 1980, supercomputers occupied a low volume,
specialized niche in the computer marketplace. The
supercomputer segment lagged behind the growth of other
products in an industry that was undergoing explosive
growth. ‘With the emergence of new technologies and software
applications’ volume production is now a reality -- and a
necessity for technological viability in the supercomputer
industry. The presence of competition undoubtedly has
helped, including the recent endorsement of vector
processing by IBM. It is important to note that it was in
the comparatively open, competitive environment of the late
1970s and early 1980s that these developments took place.
Today, the effects of Japanese government policies and the
trade practices that they nurture are distorting conditions
in this emerging market, thereby impeding the viability of
private enterprise that does not have strong government
support.

w_Pr ion

The ETA-10 utilizes new manufacturing techniques that are
sharp departures from past traditions in two significant
ways. The first is the use of a very dense logic chip using
CMOS semiconductor technology that would have been deemed
too slow a few years .ago. The second is the use of a single
large board to contain the entire computer. These two
advances will reduce the cost of the system and the time
required for manufacturing throughput. Substantial
jnvestment in these innovative production methods and new
technologies are necessary costs of remaining competitive in
supercomputer manufacturing.

COMPETITIVE CORDITIONS IN THE U,S. MARKET

National Security Versus Commercial/Academic Trends

There is a growing awareness within the U.S. government that
supercomputers are a strategic resource and critical to
national security. This leads to concerns within parts of
the U.S. government that access should be controlled to
supercomputers. With the rapid growth in use here and

(iii)
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abroad, there is pressure from academic and industrial users
to expand usage. In addition, the availability of the
requisite technologies in foreign countries makes access:
controls a tenuous proposition. The recent DoD attempts to
negotiate access controls over the systems to be installed
with NSF funding highlight the difficulty of the situation.

Price. Supercomputers, like the rest of the computer
industry, have seen excellent gains in price performance.
The price of the basic systems has remained constant with
time, including periods of high inflation, while the
computational performance has increased by two orders of
magnitude. Standard industry pricing terms and conditions
are available including leasing and installment buying.
Price is, of course, a critical factor in supercomputer
purchases.

User access to the power of supercomputers has been
facilitated by the rapidly broadening base within academia
and industry, including time sharing services. The wider
range of applications is encouraging, and often forces users
to turn to the supercomputer for solutions of problems not
amenable to other methods.

ftw n m

The current supercomputers tend to adhere to industry
standards. This is the case with FORTRAN, the leading
scientific programming language. To exploit the wide usage
of FORTRAN, the supercomputer vendors offer specialized
software to help the user run programs more efficiently and
to take advantage of the supercomputer features. In the
operating system area, there is a strong movement underway
to implement UNIX, a system based on engineering
workstations and many smaller scientific computers. As
pointed out previously, applications software is being
migrated to supercomputers to the point that a vendor cannot
be competitive in the marketplace any longer without
offering an extensive applications suite. It is in this
erea that the U.S. presently holds a big advantage over the
Japanese. This may be offset by the fact that the Hitachi
and Fujitsu systems are based on IBM compatible processors,.
thereby offering the ability to migrate some applications
directly to their systems, although direct migration will
not be able to take advantage of the advanced features. Of
course America cannot be complacent about its lead in
software as the Japanese continue to make great strides in
applications development.

(iv)
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The supercomputer vendors have traditionally supplied
training, analyst, software and maintenance support as g
standard offerings. Systems availability has grown steadily
with improvements in the hardware, software and maintenance
techniques. Maintenance and services offered by U.S.
vendors are equal to or superior to Japanese services.

mgz&sgr_mnﬁf

It is difficult to assess the buyer/user concerns about the
viability of a U.S. supercomputer industry. The lack of
sales in the U.S. is heavily contributed to by poor and
uncertain marketing on the part of Amdahl (Fujitsu's
surrogate) and the NEC/Honeywell organization which remains
a big question mark. The NAS/Hitachi arrangements are .
unclear. The U.S. consumer has demonstrated a willingness
to buy imports (cars and electronics), as has industry and
the U.S. Government in purchasing IBM PC and mainframe
clones. Indeed, there has been no evidence of U.S.
Government willingness to support the U.S. supercomputer
vendors during the crucial development stage.

(v)
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APPENDIX F-3

October 5, 1987

Mr. James F., Decker

Deputy Director

Office of Energy Research
Department of Energy -
Washington, D. C. 20585

Dear Mr. Decker:

In response to your request, I wish to submit some recent
recommendations of Control Data/ETA Systems to U.S. policy makers
on enhancing the competitiveness of our nation's supercomputer
industry. You will note that some of these proposals were
contained in the White Paper we presented to the Federal
Coordinating Committee on Science, Engineering and Technology
(FCCSET) in February 1987.

We believe that if the U.S. is to retain its world
leadership in the design, development, manufacture and
application of supercomputers we must recognize the gravity of
the Japanese competitive threat and implement appropriate policy
responses. -

The recent U.S. government investigation of Japanese trading
practices in supercomputers apparently concluded that the
government of Japan has mounted an aggressive stragegy to
dominate the global market for supercomputers. This strategy
includes protecting the home market against access by American
vendors; predatory pricing of supercomputers in the U.S. and
third countries; and subsidizing technology development in
advanced computing. Such activities are increasing Japan's world
market share in this critical sector and could repeat the
semiconductor scenario with even more ominous conseguences fort
the national security of the U.S.

Control Data/ETA Systems has already set forth detailed
recommendations for addressing the question of trade practices in
supercomputers in its February 26, 1987 submission to the U.S.
Trade Representative. In summary, we recommended an ongoing
rigorous dialogue with Japan to achieve a level playing field in
supercomputer trade. We urged that this dialogue include the
whole range of issues from market access to predatory pricing
practices. We did not advocate protective tariffs or government
subsidies to prop up the domestic supercomputer industry.
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October 5, 1987
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We were pleased with the August 1987 exchange of letters
between Ambassador Yeutter and Ambassador Matsunaga which appears
to open up Japanese government agency procurements through a more
transparent process of bidding rules. and we understand that
USTR is committed to treating predatory pricing, particularly' the
so-called "blockbuster" marketing give-aways to universities, as
an outstanding unresolved issue in the overall bilateral
relationship. Our government must exert pressure to halt
"predatory marketing practices in U.S. universities. ' '

But a defensive policy alone will not promote the global
competitiveness of the American supercomputer industry. Our
country requires a proactive, affirmative U.S. government policy
of supporting technological excellence in supercomputing. This
policy must take at least four forms:

One, the U.S. government should promise system procurements
upon successful demonstrations of design goal achievements. A
program of guaranteed procurements of supercomputers that satisfy
design and performance standards, not unlike that practiced i
our fighter aircraft program would be a power ful incentive t.
technological preeminence. -

In this connection, we strongly urge the Department of
pefense, NASA and the intelligence agencies to recognize the
profound threat of a dependency on imported supercomputer
technology and adopt a policy of domestic content in such
procurements. Indeed the GATT procurement code contemplates a
domestic reservation in national security or defense industrial
base procurements. This policy would of course apply to
components and peripherals used in these technologically advanced
systems.

Two, we recommend that the government establish a formal
program of assigning promising supercomputer design proposals to
specific government laboratories and agencies which will procure
and integrate these systems into their working environments.
Such cooperation would naturally focus on software development
and applications.

Three, since increasingly supercomputers are product
families with a significant range of performance from smallest to
largest, we need to relax and simplify export control procedures.
Even where a standard set of safeguards is required, the

-
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October 5, 1987
Page 3

interagency processing of export licenses simply takes too long
and does not seem to-consider adequately . the differing
performance ranges. If our government cannot match Japanese
license processing ¢time, - the BAmerican supercomputing industry
will not achieve competitive production levels. Improving the
licensing process will also demand far improved communications
between industry and government officials.

Four, NSF should give broader support to U.S. university
procurements of U.S. supercomputers. It is a national disgrace
that today there are more supercomputers in Japanese universities
than in our own universities, especially considering their later
start.,

We thank you for still another opportunity to submit our
views on government policy for supercomputing and look forward to
the final report and recommendations of FCCSET.

Sincerely,

Lloyd M. Thorndyke
President and CEO

c: R. M. Price

L. D. Rice
T. C. Roberts

decker
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Office of the Vice President 44 South Broadway, White Plains, New York 10601
Data Systems Division

dJune 16, 1987

Dr. James Decker

United States Department of Energy
ER 1

Washington, D.C. 20185

| Subject: LAX Report Update

Dear Dr. Decker:

Enclosed is an IBM statement on our participation in Numerically
Intensive Computing. As we discussed on June 4, it focuses on
our current efforts in this area and our directions in computing
and networking. I would appreciate its inclusion in the update
to the LAX Report. :

Sincerely,

e

/ /
/

Wladawsky-Berger
/tm

Enclosure

cc: Mr. J. A. Cannavino
Mr, C. E. McKittrick
. Dr. Y. Singh
o Dr. D. S. 'Wehrly
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IBM in Numerically Intenslve Comput ing

1BM greatly enhanced Its product offerings In the
Engineering/Scientific - Numerically Intenslive Comput ing
arena in 1985 with the announcement of the IBM 3090 famlly
of 370 systems, which provide superlor scalar floating point
performance, large memories and parallel processing In addl-
tion to an integrated Vector Facllity (VF). This enabled
IBM 370 systems to be applied to high performance, numeric
intensive applicatlions. IBM 3090 systems with one or more
Vector Facllitles are being used by a broad spectrum of cus-
tomers In Industry, government and university environments.
In addition to high performance, these systems provide cost-
effective vector processing capacity.

IBM 32090/VF systems have been particularly well accepted In
universities, where they are used for educatlon and research
purposes, addressing the goals of the December, 1982 LAX re-
port. At Cornell University, an IBM 3090 Model 400 with
four Vector Faclillitles Is the primary computer In thelr
NSF-sponsored supercomputer facillity. This system will be
upgraded to an IBM 3090 Model 600E in July. The research at
Cornell is primarily focused on mainframe parallelism and
large memory exploitation - tools for program development
and algorithms to take advantage of parallel systems and
very large memories.

The development Investment for the IBM NIC product offerings
has been augmented by signlificant skills and resources resi-
dent in four Numerlically Intensive Computing (NIC) centers
located In Kingston, New York, Palo Alto, California, Rome, .
Italy and Tokyo, Japan. The primary responslibility of these
centers Is to work with customers and vendors of NIC appli-
cations to enable applications to run effectively on the IBM
3090 with Vector Faclility. Technical expertise Iin many dis-
ciplines s available at these centers to assist In the de-
velopment and transformation of appllications and algorithms
for vector and parallel processing on the IBM 3060. These
applications Include those In seismic processling, computa-
tional chemistry, fluid dynamics and medical Imaging, to
name a few. The NIC centers also work on systems aspects of
. numerically Intenslive processing, particularly
graphics/Image output, algorithm development and future ap-
plication research. The NIC Center staffs are supported by
the IBM Research Laboratories and Sclence Centers throughout
the worild. .

In addition, specially tralned Systems Engineers work
closely with customers to Identify and enable codes to run
on the 1IBM 3090 system with Vector Faclllty. IBM software
has been developed and enhanced to assist in this enablement
process. These Include:
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VS- Fortran - with automatic and directed optimization
-for vector and parallel processing; It also Includes a

significantly Improved interactlive debugging capablil-

ity and a "hot spot'" analyzer to determine where tun-
ing or restructuring will be most beneficial.

Engineering/Scientific ' Subroutine Library (ESSL) -
with over two hundred englineering/scientific -subrou-
tines using vector or scalar code optimized to provide
extremely high performance.

scientific/Englineering Application Director (SCENAD) -
provides menu driven application development and pro-
ductlion environments.

Operating Systems - the MVS and VM operating systems
both support the IBM 3090 Vector Facility and associ-
ated tools. Support for a Unix(R)*-11ke operating
system - a requirement for some NIC applications - s
being explored.

With the explosion of NIC applications In many environments,
the requlrements for NIC capabilities has expanded. Greater
performance, enhanced ease of use, more enabled applications
and extensions to the System/370 archlitecture and product
line are needed to satlisfy the growing needs of customers
with NIC applications. -

More speclifically, the following requirements are being ad-
dressed addressed ‘In our development efforts: :

Very High Performance: Continued growth in available
capaclty 1Is required to support larger and larger ap-
plications and to Improve wuser turn around times.

Higher performance will come from faster scalar and
vector processing, and from higher degrees of parallel
processing.

Processor storage:. Gigabytes of storage are required
for the efficient executlion of leading edge applica-
tions.

'1/0 performance: Transfer rates between channels and
1/0 devices and between processors must be Improved to
speeds far beyond those available today In order to
strike the proper balance between processor perform-
ance, processor storage and 1/0.

Tools: More automatic tools and tools featuring slm—'

pliclty of use are required to enhance the productliv-
ity of the user of NIC systems
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Systems approach: The Integration of hardware, sys-
tems software and applicatlion software to provide sol-
utlions to customers’ problems Is critical.

Heterogeneous environments consisting of networks,
processors and software exlst throughout the industry.
These environments need to be facilltated and accommo-
dated by supplilers.

‘IBM Is addressing each one of these areas. Some of our
work has become evident in our systems, telecommun]-
catlions and NIC announcements made since the 1985 Vec-

tor Facility announcement. Our close assoclation wlith
National Laboratories and wunliversities - especially
the Cornell Center - provide valuable input and stim-
uli to our development community. This unique part-
nership with Cornell was fostered by the 1982 LAX
report. In the future it will benefit our customers
as we use the knowledge galned In our development ac-
tivities.

Two major directions are fundamental to our strategy:

1. Paralilel Processing: While iIndividual processor
performance will continue to increase, continued de-
velopment and support of parallel systems will enable
significant advancements In levels of performance.
Considerable investment In software, hardware and re-
search Is necessary and iIs being made.

2. Computer Networking: Communications among comput-
ers as well as closer Integratlion of workstations and
departmental systems are important parts of the IBM
approach to our customers! requirements. Improvement
and expansion of IBM networks and protocols and accom-
modation of non-IBM networks and protocols can be ex-
pected. It is IBM's Intent to make such transitions
transparent to the end-user.

IBM!'s architectures, systems and products will contlinue to
evolve to address our customers' needs. Today, IBM Is sup-
porting considerable research both Inside and outside of IBM
on technologlies, machine structures, and architectures which
will bear frult In the future for the numerically Intensive
compute environment. IBM recognlzes that this Is a growing
area of opportunity that Justifles the required Investment
and commitment.

June 16,‘1987
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@ | QUICK, FINAN & ASSOCIATES, INC.
' . SUITE 340
1020 NINETEENTH STREET, N.W.
WASHINGTON, DC 20036

TELEPHONE (202) 223-4044
. TELECOPIER (202) 296-0085

May 19, 1987

Dr. James F. Decker

Deputy Director

Office of Energy Research

Chairman of the Federal Coordinating
Council for Science, Engineering,
and Technology (FCCSET) Committee
on High Performance Computing

U.S. Department of Energy

- 1000 Independence Avenue, SW
Washington, DC 20585

Dear Mr. Decker:

I am pleased to have the opportunity to present the
views of the U.S. semiconductor industry on an important
issue of concern to the Federal Coordinating Council for
Science, Engineering and Technology (FCCSET)--the role of
the U.S. semiconductor industry in maintaining U.S.
leadership in supercomputer technology. Let me briefly
describe the current state of conditions in the
semiconductor industry, review the special conditions
present in the market segments that underpin the
supercomputer industry, and lastly, suggest a course for
investigating a possible way to deal with some of the
concerns over U.S. capabilities to supply key
supercomputer-related devices.

A. Current Conditions_in the U.S. Semiconductor Industry

The U.S. semiconductor industry today is emerging from
& prolonged period of contraction. The following table
summarizes what has happened over the past three years to
the merchant industry's revenues, earnings, net operating
margin, and employment.
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1984 1985 1986

- Worldwide U.S. Revenues ($Bil) g $14.0 510.8 $11.4
- Pre-Tax Income ($Bil) _ $ 2.1 ($ 6.8) ($ 0.5)
- Net Operating Income/Sales (Percent) 31 20 23
- Employmenf (Thou) 473 433 414

Of the total pre-tax losses of $1.3 billion in 1985
and 1986, over half came in the memory markets where
Japanese dumping was evidenced. One reason why the U.S.
semiconductor industry sought to obtain a government-to-
government settlement of the dumping cases on EPROMs and
DRAMs and effective implementation of that settlement was
to prevent a recurrénce of that kind of financial
bloodletting in the future. We believe the settlement was
designed in a way that seeks to protect U.S. chip consunmers
from adverse conseguences.

Despite the contraction of the market and the major .
financial damage done to the industry by the Japanese .
actions--both reflected in the sharp narrowing of net
operating margins in the industry--the U.S. semiconductor
industry sustained its commitment to investing in R&D.

Spending on R&D was $1.3 billion in 1984, $1.5 billion in
1985, and $1.6 billion in 1986, or nearly 14 percent
relative to sales revenues. This fact should dispel any
jdea that we are not committed to the longer-term health of
our industry and our customers who benefit from our
technology. Despite this commitment to R&D, for structural
reasons explained below, it has been difficult for the U.S.
semiconductor industry to fully support the specialized
needs of the U.S. supercomputer makers.

B. eci onditions in the Device Markets Related to
Supercomputers

Supercomputers are made possible to a large extent by
semiconductor technology. But the scale of the
supercomputer market from the standpoint of device
manufacturers is fairly small--well under one percent of
total IC demand and less than what one would roughly
calculate would be the minimum efficient scale for a single
device manufacturer. A few numbers will make the point:
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o In 1986, the high-volume generic integrated circuit
(IC) markets accounted for about 16 billion in units
worldwide. Unit volumes for some of the basic product
groups would be 1.5 billion for memory or 3 billion
for MOS logic.

A slightly different way to look at market scale is to
look at a rough estimate of the unit volume per basic
product family for major technologies. These figures

would be:
for DRAMs 100 million per product family
for SRAMs 15 million per product family
for Bipolar logic 15 million per product family
for MOS logic 15 million per product family

To an individual firm, these figures suggest that an annual
production run of roughly 10 million units in DRAMs or 1 to
3 million units in the SRAM or logic area is a reasonable
first order approximation for the efficient scale of
operation for a firm.

o The total device requirements for supercomputers today
is probably on the order of magnitude of 10 million
annually; approximately 3 million units would be for
various types of memory and 7 million units would be
for different types of logic--perhaps under 1 million
logic devices being required for especially high-speed
cache memory operations. These figures suggest that
the scale of the market for some of the highly
specialized devices used in supercomputers can only
support a very limited number of device manufacturers.

In addition to the problem of limited market size,
supercomputers also have especially stringent device
requirements with an emphasis on high-speed switching or
minimum access times. The leading edge ECL technology used
in supercomputers, for example, can have gate delays on the
order of 100 picoseconds--roughly 20 times faster than
current leading edge CMOS technology--in the region below
10,000 logic gates. These special performance
characteristics means that incremental R&D resources--
relative to the market opportunity--are necessary to
support these device technologies.

vy T

v
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The requirement that some devices used in
supercomputers -have highly demanding, specialized
. performance parameters, along with the limited market
scope, makes it a very challenging market segment to
support. Given these conditions, differences between the
structures of the U.S. and the Japanese semiconductor and
the U.S. and the Japanese supercomputer industries become a
factor. The structural conditions in the Japanese
semiconductor and supercomputer industries creates a
different set of economic incentives relative to those
found in the corresponding'U.S. industries. Because the
Japanese supercomputer firms are part of vertically
integrated firms that include semiconductor operations, the
Japanese supercomputer designers can call upon their
internal semiconductor operations to produce devices for
their special applications.

on the other hand, U.S. semiconductor merchant firms
must try and earn an adequate rate of return on their
l1imited technical development resources across all
available market segments. The U.S. supercomputer
manufacturers must compete to attract sufficient resources
of the semiconductor merchants to develop devices
especially critical to overall system performance.

As a result of these market considerations, to the
best of my knowledge, U.S. firms supply only a limited
amount of the specialized memory devices used in
supercomputers. The story for logic devices is different.
In that segment, U.S. firms do provide a substantial
portion of the logic devices used in supercomputers--
perhaps as much as 90 percent. The small portion of the
logic requirements not serviced by U.S. firms is in the
area of the very high-performance logic devices where the
market potential is most limited. Japanese firms are
driven by their internal requirements to supply those
specialized devices.

C. ow ddress e Structura ssue?

The U.S. semiconductor industry is aware of the
problem facing the U.S. supercomputer industry. Clearly,
the structural issue outlined above must somehow be
addressed. There are several alternative possibilities
that can be considered. The most promising one  involves an
industry initiative just taking final shape. As you
probably know, the U.S. industry has undertaken to
establish a consortium called SEMATECH, which is targeted
on developing future generation processes and equipment

=g

.
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ahead of the product cycle. Current plans envision a
prototype facility at SEMATECH, with substantial work
performed by subcontractors--usually equipment and =
-materials suppliers--and strong relationships with
government-sponsored agencies and laboratories, as well as
universities and research agencies. SEMATECH's goals
include driving tovard technologies that allow companies to
perform high-volume, cost-effective manufacturing at one-
half micron geometries by the next decade. There will be
an emphasis on automation and production flexibility, and
the technology will be transferable as individual modules
or as a total system. SEMATECH will substantially
strengthen the chip production infrastructure on which the
entire semiconductor industry--both high and low volume--
rely. Current plans call for a chief executive officer of
SEMATECH to be hired by September.

I hope this information is of use to the FCCSET
Comnittee, and I encourage you to explore the matter
further with the Semiconductor Industry Association and the
SEMATECH organization as it develops.

@) Sin;erely,
willin 000

William F. Finan
Consultant to the
Semiconductor Industry
Association
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COMPUTERS

H1T1 INVOLVEMENT IN IKFORMATION-RELATED TECHNOLOGY DEVELOPHENT
Tokvo KI1KAl SHIRKO in Japanese Jan 87 pp 31-36

{Article by Kazuyuki Motohashi of Electronics Policy Department, Hachinery
& Information Industries Bureau, Ministry of International Trode & Industry
(MIT1)] ,

[Text) Supported by technological breakthroughs in recent years, the
informationalization of Japanese society is proceeding smoothly. And the
information industry that supports this information society continues to
exhibit rapid growth as it develops into a leading industry that is pio-
necring the way to the 21'st century.

To be sure, informationalization not only makes industry »=2? society more
active and sophisticated, but also contributes enormously in naking every-’
day life less onerous and more convenient, and in promoting sutual under-
standing in the international community. The capital investoents which
accoapany informationalization, moreover, provide a stable stimulation to
domcstic demarid. This is also very beneficial to the Japanese economv,

. However, informationalization in Japan has so far been linmited primarilv to

individual industrial fields, and many tasks remain to be done before high-
level informationalization can be achieved, such as creating inter-indus-
trial systems and deploying omnifunctional inforsmation metworks.

In this article I wish to discuss MITI's involvement in developing informa-
tion-related technology, which is crucial to successfully tackling the
tasks which face us in implementing greater informationalization.

Development of Policies on Infermation-Related Technology

HITI has shown awareness of the importance, far-reaching influence, and
future potential of the computer industry--as an advanced industry--since
very carly on, and has i=mplemented various policies in that regard, such as
the Industrial Testing Grant in 1950 (shortly after the war), and the Nin-
ing Technology Research Grant (cf Figure 1).

Tu oention some of the sore important measures, there is the “FONTAC Grant"
system (1962- ) aiped at the development of large domestic conputers, and
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(1966) “ Large-Scale Project Program

(1981) ~ Next Generation System

Projects commissioned by mational government

Projects subsidized by national government

Large-Scale Project Program

Ultra~-High-Performance Computer (10 billion yen, FY 1966-1971)
Pattern Data Processing System (22 billion yen, FY 1980)

Optical Measurement Control System (15.7 billion yen, FY 1979-1985)
High-Speed Computer System for Science & Technology (23 billion vyen,
FY 1981-1989)

Robots for Extreme Operations (20 billion yen, FY 1983-1990)

Resource Exploration Monitoring System (23 billion yen, FY 1984-1990)
Computer-Interoperable Database System (15 billion yen FY 1985-1991)
Commissioned Development of Basic Computer Technology (fifth-
generation computer) (FY 1982-1991)

High-Performance Computer Subsidy (FONTAC Grant) (400 nillion ven, FY
1962-1965)
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15. Computer Development Promotion-Expense Subsidy Program (Liberalization
Policy Subsidy)®' (68.6 billion yen, FY 1972-1976) '

16. Subsidies for Promotional Expenses for Development of VLSI's for Next-
Generation Computers (VLSI Grant) (29.1 billion -yen, FY 1976-1979)

17. (1961) ~ Mining Technology Research Cooperative Act ‘

18. Subsidies for Promotional Expenses for Development of Basic Technology
for Next-Generation Computérs (0S/New Peripherals & Terminals Grant)
(22.2 billion yen, FY 1979-1983)

19. *1{ — New computer model development promotion (54.77 billion ven,

FY 1972-1976)
— Peripheral equipment development promotion (4.63 billion yen,
FY 1972-1976)
— Integrated circuit development promotion (3.5 billion yen,
FY 1973-1976) :
— Software module development promotion (3 billion yen, FY 1973-
1975)

the "Computer Development Promotion-Expense Subsidy Program" that accom-
panied the "Computer-Related Liberalization Measures" of 1971 and which was
intended to fundamentally strengthen the domestic manufacturers and enhance
Japan's ability to develop computer technology. Besides such subsidy pro-
grams as these to aid industry, MITI has also implemented the "Large-Scale
Industrial Technology Research & Development Program" (called the "Big
Project™), which was a commissioning project meant to bring more technolog-
ical know-how to Japan.

Until the 1980's, MITI's R&D projects had been informed by a "catch up with
the West" mentality. Then came a shift away from this approach, as MITI
began to emphasize the necessity for a more aggressive approach in the
international community involving "seed-planting & murturing” technological
development. In recognition of this necessity, priority is now given to
national projects on the world's technological frontiers, such as the “R&D
System for Next Generation Industries" (the so-called "Next Generation
System"), and fifth-generation computer R&D.

Pusition of Information-Related Technology Policies

As a result of these various subsidy programs for aiding the private
computer industries, and the private sector's aggressive approach to
information technology, the communications, electronics, and electric
measuring instrument fields have grown even faster than other fields in
terms-of R&D .expenditures, which have been growing steadily accross the
board in Japan (cf Figure 2).

However, since this R&D imvolves enormous risks, prolonged gestation, and
very large capital outlays, one could not expect it to proceed steadily if
it were left entirely up to the private sector. Thus it is necessary for
the national government itself to undertake research and development in
fields that are especially critical to the national economy.
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4 Electric machine & tool industry 3. Units = 100 pillion yven
5. Gen chemicals, chemical textiles 4., [dots] Information technology
6. Pharmaceutical industry 5. [lines] Other
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Out of such considerations as these, the national government sponsors R&D
projects by commissioning research work to private industry, in "areas
having wide-ranging influence on the economy, society, and technology, but
requiring a long time to implement,” "fields in which the size of the risks
involved and the capital required for development surpass the capacities of
private industry,”" "fields in which the needs of the economy or the society
are extremely great and pressing, requiring immediate action,” and "fields
in which there are public needs that require various kinds of social and
institutional coordination,” etc. Examples of such projects are the Fifth-
Generation Computer Project, the "Big Project," and the Next Generation
System. In addition, the national government itself undertakes research
proiects in the area of basic research which will give rise to creative and
autonomous technologies in the future. Such work is done at places like.
the Electrotechnical Laboratory.

Information technology accounts for roughly 15 percent (about 25 dillion
yen) of both the 1986 budget and the 9987 estimated budget for technology



dc\clopment programs overall (cf Figure 3), and this percentage is expected
to increase in the future.

MITI1 Prngrams for Information Technology Development

As discussed above, MITI is keenly aware of the importance of information
technology and of the meed for government-sponsored projects, and the min-
istrv has implemented various measures in the interest of developing such
technology (cf. Figure 4). We may. divide such technological development
into three categories, namely the privately sponsored projects supported by
Kev Technology Center funding, the national R&D projects funded directly by
MIT1, and the reséarch carried on by the Electrotechnical Laboratory (which
is a national research imstitution). A broad range of technical fields are
covered, including materials & devices, data processing, communications,
and space.

Figure 3 MITI Programs for Information Technology Development

- (business scale) FY86: 22.4 billion
Promotion of Technology Development| yen, FY87: 22 billion yen (govt draft
proposal) (excluding Key Technology
Center and Electrotechnical Laboratory funding)

Materials, Device Technology| [U = undetermined, * = repeat item)

FY86: (1) 1542, (2) 2889, (3) 635, (4) 750 (Units: million ven)
FY87: (1) 1441, (2) 2946, (3) U, (4) U

—(1) Development of mew function elements (Next Gemeration System,
FYB1-86, 7.8 billion yen) —> 3D circuit elements, super-
lattice elements, bio-elements

| (2) High-speed computer system for science/technology (Big
Project, FY81-89, 23 billion yen)—> super-high-speed element

—(3) Optical-electronic IC R&D (Key Téch Ctr funding, FYB5-95,
100 billion yen) —> OEIC

L (4) Synchrotron orbital radiation (SOR) (FY85-95, 14.3 billion
ven) —> SOR (X-ray lithography)

Information Processing Technology

FY86: (1) 5491, (2) 1260, (4) 830, (5) 30, (6) 600, (7) 2800
FYB7: (1) 5631, (2) 1355, (&) 1055, (5) 167, (6) 3000, (7) 300V

—(1) Fifth-generation computer project (FY82-91, approx 20 billion
yen up to FY86) —> Al, natural language processing, machine
translation, machine interface

-
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—(2) Special development of software technology (development
commissioned by IPA, FY82- ) —> Software environpoent inte-
gration technology, etc.

—(3)® High-speed computer system for science/technology (Big
Project, FY81-89, 23" billion yen) —> High-speed operations,
large-capacity high-speed Qemory, distributed processing
machines, etc. ' : '

—(4) Computer interoperable database system (Big Project, FYB5-91,
15 billion yen) —> pultimedia, distributed database, etc.

——(5) bevelopment of machine language systems for use between
neighboring nations (FY86-92, 6.25 billion ven) —> machine
translation

——(6) Development of electronic dictionaries for matural language
processing (Key Tech Ctr funding, FY85-94, minimum 6.3
billion ven) —> Language-concept knowledge base for fifth-
generation computers

—(7) Development of system for industrializing software production
~ (FY85-89, 25 billion yen) —> Sigma project

Communications Technology

FY86: (2) 370 FY87: (2) U

—(1)° Computer interoperable database system (Big Project,
FYB5-91, 15 billion ven) —> Development of data transmis-
sion software, OS] promotion, establishment of interoper-
ability conformity

—(2) Basic measurement technology for coherent optical communica-
tions (Key Technology Ctr funding, FY85-91, 4.3 billion ven)
—> Laser technology, high-efficiency high-density high
modulation

Space Technology

FY86: (1) 4391, (2) 475 FY87: (1) 3142, (2) U

—(1) Resource exploration monitoring svstem (Big Project, FY84-90,
23 billion yen) —> Composite aperture radar, engineering
scnsors, high-speed high-volume transfer technology




l-—--(2') Comprehensive research on space observation applications'(Key-”
Technology Ctr funding, FY85-92, 5.7 billion yen) —> bevelop-
mwent of systems for space environment experiments

Applications Systems

-

FY86: (1) 103, (2) 2405, (3) 520, (&) 682 (Units: million yen)
FY87: (1) 169, (2) 2425, (3) U, (4) 669

—(1) Diagnostic support system (FY82-88, total amt undetermined)
~—> MEDIS

L—(2) Extreme operations robots (Big Project, F¥83-90, 20 billion
ven) —> Image recognition, etc.

—(3) High-level information-processing video information svstem
(Key Technologyv Center funding, FY85-90, 4.8 billion ven) —>
Advanced HI-OVIS -

L (4) R&D commissioning program for medical & welfare equipment
technology (22 devices, FY76- ) —> CT scanner, merve damage
diagnostics, treatment support systems

Electrotechnical Laboratory -

(1) Materials Dept (electronic materials, magnetic & amorphous
materials, etc.)

—(2) Electronic Device Dept (high-speed elements, new function
elements, etc.)

—(3) Pattern Information Dept (Voice & image recognition &
comprehension technology bionics, etc.)
——(4) Computer Dept (data processing, storage, 1/0 technology)
—(5) Software Dept (programming languages, network architecture)
—(6) Control Dept (information systems control technology)
__(7) Radio Electronics Dept (laser, optoelectronics technology)
L_(8) Extreme Technology Dept (space environment technologv, etc.)

We will now introduce a few of the national projects which we believe to be
particularly important among the various programs for technological
development .

(1) Fifth-Generation Computer Project
Computer technology has recently moved into the fourth generation, charac-

terized by VLS] implementation. With the rapid progress being made in
computer technology, together with the remarkable changes occurring in the
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eronomic and social environments, it is believed that the mew gemeration of
the 1990's will demand radically new computer architectures that overcome
many of the shurtcomings of conventional computers.

Arainst this backeround, MITI began conducting preliminary gurveys .in tis-
cal 1979, and started R&D work on the fifth-geperationAcomput@r in fiscal
1982, '

The entire 10-vear project is divided into an initial phase (3 years),
middle phase (4 vears), and final phase (3 years), taking a step-bv-step
approach to the development of a revolutionary new computer by fiscal 1991
that will function as a highly sophisticated Al system.

This vear marks the second vear of the niddle phase, or the fifth vear of
the overall project. With the development of the sequential inference
machine (5PI, marketed by Mitsubishi Electric Corporation) during the ini-
tial phase, and other successes, the project is moving along on schedule.

The framevork of this R&D is such that the Institute of New Generation
Computer Technnlogy (ICOT) is commissioned by the government. The fifth-
peneration computer project is being warmly praised among the advanced
nations as well as in Japan. It is no exaggeration to sav that the eves of
the whole world have been focused on ICOT. The U.S. National Science Foun-
dation (NSF) requested in June of last year that they be permitted to send
Jonp-term researchers to participate in ICOT, and memoranda have been
exchanged, resulting in the request being granted.

In anv event, this project represents a most critical technological devel-
opment program for establishing Japan on the frontier of world technology,
and MITI has plans for pushing the project ahead even more aggressivelyv.

(2) Computer Interoperable Database Svstem

¥ith the proliferation of mass communications and the advance of computer-
ization, the structure of the information society in Japan has become
incrveasingly advanced in recent years. Human living and activityv in the
society of the 1990's will require vastly greater volumes of information
than thev do today, and people must be able to handle this information, as
well as to generate large quantities of various kinds of information them-
selves, In the midst of this advancing informationalization, it will be
necessarv to build highly reliable systems with which databases of various
information can be jointly used {f we are to see the information societyv
develop in Japan the way it should.

llowever, database technology that can cope with multimedia is just now in
the stage of initial RAD. Due to differences among computer makers, not
only is the equipment not interoperable, it cannot even be connected.

In order to resolve such problems as these, we need to make computers that
can handle such diverse media as text, graphics, video, and audio, to build
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diversified databases that will cope with these media and be distributed .
widelv, and then put all of this together in a metwork so that it can be '
mutually useful.

From this perspective and based on the Big Project program, the Interoper-
able Database System project aims to develop the necessary gechnologv to
develop advanced connecting methods and techniques and to build a network
svstem through which interoperaﬁility will be achieved, conducting research
“and development in various fields to enhance the reliability of multimedia
distributed databases and systems.

This proiect is also important for its support--in terms of technological
~development--of the OSI (open systems interconnection) model being promoted
vorldwide bv the IS0 (International Standards Organization).

(3) Svstem for Industrializing Software Production (Sigma System)

informationalization is advancing rapidly in Japan, and the importance of

computer systems to economic and societal activitv is rising dramatically.
This has led in recent vears, however, to an increasingly strong awareness
of the larpe problem posed by the so-called "software crisis.”

A< informationalization has proceeded rapidly, a software supply-and-demand

gap has developed and is widening. This is the essence of the softwvarc.

crisis. Sottwarc demand is reportedly expanding at an annual rate of 26

percent. Technological progress in the area of software development, how- -
cever, is wvoefully inadequate, with software production growing annually at .
a mere 4 percent or so (according to W. E. Liddle). Thus software produc-

tion cannot catch up to the demand. The number of technicians working on

softuare development, moreover, is growing at a rate of only 13 percent

annually, and it is projected that by the year 1990 we will face a shortage

ot 600,000 softvare specialists (cf Figure 5).

Figure 5 Projected Software Supply-Demand Gap in Japan
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i. Number of software technicians (units = 10,000)
2. Lstimated number of software technicians needed (26% annual growth)

LR Approximate shortage of 600,000 technicians ,
4. Estimated effective number of software technicians (17% annual grovth)
5. Estimated number of software technicians (13% annual growth)

In order to overcome this software crisis and promote smooth informational-
ization in Japan, a number of strong measures must be taken, includine (1)
raising software-development productivity and reliability, (2) promoting
the training and retention of software specialists, and (3) promoting the
rroliferation of general-purpose software. The first of these, mamelv the
sharp uporadiug of software-development productivity and reliabilitv, is
the most urgent task now facing us in this area.

Informed by this perspective, MITI began promoting the development of the
Siema Svstem in 1985 as an IPA (Information Processing Promotion Assucia-
tion) project.

The Sigma Svstem is composed of three elements, as follows.

-=- Siema Center (Sigma Svstem control and management; database management)
-- Sigma Network (Logic network linking Sigma Center and users)
== Usrr Sites (Users' computer systems connected to Sigma Network)

The svetem secks to improve software productivity and reliability by means
nf the above three subsvstems.

Futare Measures
(1) Promotion of International Cooperation

Japanese-American trade friction has gone through several stages. JIn the
carly 1970's it involved textiles and steel. In the late 1970's it was
crlectrical appliances such as color televisions. Now the focus of this
trade friction is on such high-tech fields as communications, electronics,
and semiconductors. There is a growing awareness in Europe and America,
morcover, that the overwhelming competitive power of Japanese merchandise
exports is the result of industrial applications of the fruit of basic
tesearch done nripinally in Europe and America. This has given rise to
discontent over the so-called technological free-ride, and is provoking
euch anti-Japanese sentiment, especially in the United States. One coun-
termcasnre agajnst this criticism which should be taken--while agpressivelv
mblirizine Japanese basic-research projects--is to make it clear how the
Japanese are contributing to basic research fields that benefit the whole
world, '
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informed by this perspective, we believe ‘that international research
exchanpes, such as the aforesaid memoranda exchanged between 1COT and NSF,
and technological aid to developing countries, will become increasingly
impor tant.

(2) Utilizing Private Enterprise

The portion of technological development costs now contributed by the

~ Japanese government amounts to ‘about 25 percent, which is lower than in the
western nations. Increasing the government's contribution is an urgent
necessity, but when one considers Japan's tight fiscal situation in recent
vears topether with the booming prosperity now enjoved in the private scc-
tor, the continuing utilization of private enterprise is going to determine
the direction and extent of future techmological progress in Japan.

The specially licensed corporation called the Key Technology Center that
vas formed with financing from private industry in October, 1985, is seck-
ing agaressivelv to engage private enterprise in basic research, and its
activities bear careful watching.

In addition, five companies involved in information technologv were formed
in fiscal 1985 with Key Center financing, as follows (cf Table 1).

(1) Nippon Electronic Dictionary Research Institute, Ltd (Bun'ichi
Oguchi, president)’

(2) Sortech, Ltd (Tsuneo Shio, president)
Optical Technology Research & Development, Ltd (Norivuki Uenohara,
president)

(4) Optical Measurement Technology Research & Development, Ltd (Shozo
Yokogawa, president)

(5) Kev Information Systems Development, Ltd (Takayoshi Shirozaka,
president)

In the foregoing we have discussed the global situation with regard to
intormation technologv development, and Japan's activities in that field.
In the future, we believe that Japan will play an increasingly major role
in actively expanding the world's technological frontiers in basic research
fields, as is svmbolized by the fifth-generation computer project. This
activity will be focused on private enterprise, in a wider context of
international cooperation.

Table 1 Information-Technologv-Related Kev Technology Center Financing
tor Fiscal 1985

Project Name: Electronic Dictionary for Natural Language Processing

Company Name: Nippon Electronic Dictionarv Research Institute, Ltd

Fiscal 1985 Key Center Financing: 200 million yen

Financers (scheduled): Fuijitsu Ltd, Toshiba Corp, Hitachi Ltd, Oki
Electric Industry Co, Ltd, and four others
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Rasje Plan: Will attempt to draft a prototype large-scale electronic dic-
tionary that covers a wide range of areas, such as is required for
programming computers to recognize the language used ordinarily by
humans (natural language processing). This will require the comprehen-
sive and systematic collating of an enormous quantity of linguistic
data, and the rendering of this data into machine-readable form.

Projrct Namen: Optical-Electronic IC Research & Development
Company Name: Optical Technnlogy Rescarch & Development, Ltd
Fiscal 1985 Kev Center Financing: 100 million ven
I'inancers (scheduled): Nippon Electric Co, Ltd, Oki Electric Industry Co,
Ltd, Sumitomo Electric Industries, Ltd, Toshiba
Corp, and nine others
Basic Plan: An optical-electronic integrated circuit (OEIC) is an inte-
grated circuit that simultancously implements photoelements and clec-
tronic circuitry on a single crystal substrate. Transmission spreds of
1 rirabit/second have been achieved to date. Process and device tech-
nologies will be developed with the goal of achieving 10 gigabits/
second.

Proicct Name: Research on Basic Measurement Technology for Coherent
Optical Communications
Company Name: Optical Measurement Technology Research & Development, Ltd
Fiscal 1985 Kev Center Financing: 90 million yen
@ Financers (scheduled): Yokngawa Hokushin Electric Co, Ltd, Advantest, Ando
: Electric Co, Ltd, Iwatsu Electric Co, Ltd, Anritsu
Basic Plan: In order to achieve higher capacities in optical communica-
tions, signal modes in which light frequencies instead of light inten-
sities are modulated are being considered. This requires using a lirght
medium in which wave coherence has been enhanced. This project aims to
develop practical optical measurement technologies for measuring the
attenuation, pover, frequency, and phase of such coherent light.

Proiect Name: Synchrotron Orbital Radiation Technology R&D

Company Name: Sortech, Ltd

Fiscal 1985 Kev Center Financing: 150 million ven

Financers (scheduled): Mitsubishi Electric Corp, Toshiba Corp, Nippon

Electric Co, Ltd, Hitachi Ltd, and nine others

Basic Plan: When matter is irradiated with light, changes occur in its
chemical bonds and structure. This phenomenon is conspicuous in the
vavelength region that extends from the vacuum ultraviolet rerion to
the soft X-rav revion (10-3 - 105 c¢m). 1In this region of the
spectrum, synchrotron orbital radiation (SOR) constitutes a paralle]
licht source that is stronger than other light sources by a facter of
102, Industrial SOR applications will be developed in such diversc
firlds as ultra-micromachining techniques and photochemical reactions.

Proirct Name: Resecarch on Advanced Video Information Processing Svstems
Companv Name:  Kev Information Svstems Development, Ltd
Fiscal 1985 Kev Center Financing: 80 million yen
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Financers (scheduled): Sumitomo Electric Industries, Ltd, Fujitsu Ltd,

: ) Matsushita Electric Industrial Co, Ltd

basie Plan: In order to perfect totally new information systems which have
functions for comprehensively processing and providing multimedia
information (video, audio, text, etc.), the necessarv system design
techniques, data processing technology, and component devices will be
developed, and R&D will be conducted in the areas of fabricatine and
experimental systems, and testing their functions and performance.

COPYRIGHT: Kikai Shinko Kyokai 1987
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Abstract

The relative roles of large-scale scientific
computers and physical experiments in several
science and engineering disciplines are dis-
cussed. Increasing dependence on computers is
shown to be motivated both by the rapid growth in
computer speed and memory, which permits accurate
numerical simulation of complex physical phenom-
ena, and by the rapid reduction in the cost of

performing a calculation, which makes computation

an increasingly attractive complement to experi-
mentation. Computer speed and memory requirements
are presented for selected areas of such disci-
plines as fluid dynamics, aerodynamics, aerother-
modynamics, chemistry, atmospheric sciences,
astronomy, and astrophysics, together with some
examples of the complementary nature of computa-
tion and experiment. Finally, the impact of the
emerging role of computers in the technical disci-
plines is discus§ed in terms of both the require-
ments for experimentation and the attainment of
previously inaccessible information on physical
_processes. ’

Introduction

Computers are playing an increasingly impor-
tant role in the science and engineering disci-
plines. They are, in fact, revolutionizing not
only the way research is conducted in nearly all
fields, but also the way that scientific knowledge
and wisdom are applied in the industrial environ-
ment, including the search for and recovery of
natural resources, the design and manufacture of
products, the development of pharmaceuticals, and
the production of motion pictures. This revolu-
tion, still in its infancy, began about 20 years
ago. It is gathering momentum with exponentia?l
growth, and it eventually could rival other great
events in the course of the evolution of the civi-
1ized world. It is crucial for those involved in
the pursuit of technical endeavors, including
education, to understand how the computer revolu-
tion is enhancing the economic and technical value
of human resources, and to take the necessary
steps to stay at its leading edge. The conse-
quences of ignoring this revolution are not
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acceptable for a country dedicated to commanding a
leadership position in world affairs.

The principal objective of this paper is to
provide a brief overview of how computers are
beginning to affect the technical disciplines and
to discuss how they are changing the requirements
for associated physical experiments. This subject
will be treated by examining some examples related
to aerodynamics, aerothermodynamics, chemistry,
atmospheric sciences, astronomy, and astrophysics.

Backqround

The computer revolution in science and engi-
neering is intimately connected to the development
of both computers and numerical methods. There-
fore, it is appropriate to review past advances
and to quantify future prospects. This review
will be limited to top-of-the-line computing
engines, commonly referred to as supercomputers.
These are the machines that are pacing the devel-
opment of the computational disciplines, although
to be used effectively they must be augmented by
appropriate peripheral devices such as front-end
computers, terminals, graphics devices, long-term
data storage facilities, and communications net-
works. It is also necessary to have skilled per-
sons trained in the use of supercomputers. There
is a shortage of such personnel, and there are
only a few universities equipped with supercom-
puters to provide this training. This must be
remedied soon if the growing demand for these
specialists is to be met.

The increase in computer speed and cost is
shown for some existing and planned machines in
figure 1.1 1t is noteworthy that computer speed
has grown about four orders of magnitude over a
period of 30 years, whereas monthly rental cost
has risen by approximately a factor of only 10 in
actual-year dollars. In terms of the real value
of money, the cost has actually decreased substan-
tially. The exponential growth in computer speed
is expected to continue for-.-some time as a result
of advances in very-large-scale electronics inte-
gration and computer architecture technologies.
The increase of computer memory, which is shown in
figure 2, has been only Tbout half as large as
that for computer speed.” The rate of growth is
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expected to be high in the foreseeable future,
however. In fact, a Cray-2 computer with a main
memory of 256 million 64-bit words is expected to
be delivered to the NASA Ames Research Center in
the fall of 1985. This capability represents a
factor of 8 increase over the 32-million-word
Cyber 205 just now being made availatle. It is
almost certain that memory sizes as large as one
billion words will be available before 1990.

Improvements in computer performance have
been closely paralleled by improvements in numeri-
cal methods over the past 20 years. This is

1985 ASEE Annual Conference Proceedings

illustrated by the data presented in figure 3,
which show how the cost of performing a computa-
tion has been driven down by the advances that are
being mage in computers and in numerical

methods. In this case, the methods refer to
those used to solve two approximating forms of the
Navier-Stokes equations governing perfect-gas
fluid dynamics, but the results are indicative of
methods used for equations governing many other
disciplines. Further improvement (several orders
of magnitude) in algorithms for solving the
Navier-Stokes equations appears to be possible at
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this time. Results of these improvements in com-
puter and algorithm performance compound to
provide a 10° reduction, over a 15-year period, in
the cost of performing a computation with a given
computer code.

Theory and experiment have been used by
scientists and engineers in a complementary
fashion for many years. In some cases, the physi-
cal observation comes first, in other cases, the
situation is reversed. Prior to the development
of digital computers, however, the role played by
theory was hampered by.the inability to solve the
governing equations for many phenomena. The rela-
tive roles of theory and experiment began to
change after the introduction of the electronic
digital computer. The exact time when these
chi.ges begin to occur in a particular discipline
is directly related to the complexity of the phys-
ics involved and the level of computer power
required to solve the governing equations in a
reasonable amount of computing time commensurate
with the importance of obtaining answers. Thus,
different disciplines have different thresholds in
terms of computer requirements.

H-1 (p.3)

* " One of the first disciplines to lend itself
to practical treatment by the digital computer was
the prediction of cannon-shell trajectories. In
fact, the ENIAC computer was developed during
World War II to calculate ballistics firing
tables. Today, problems invelving flight mechan-
jcs and orbital dynamics are solved routinely
without the use of validating experiments.
Machines developed in the early 1960s, such as the
CDC 6600, were powerful enough to enable research
and development of nuclear devices to continue
effectively despite the nuclear test-ban
treaties. The design of aircraft structures is
now done largely using computers, with only mini-
mal proof-testing of the finished product. By
1970 computers were powerful enough to begin-
tackling nonlinear forms of the equations govern-
ing fluid dynamics for simple flow geometries. A
little more than 10 years later there were exam-
ples of significant geometric design modifica-
tions, based solely on computation, being
installed on aircraft and committed to flight
without the benefit of validating experiments.
These are but a few examples of how computers can
be adapted for use by various disciplines when
they become powerful enough to treat the underly-
ing physical principles with a high degree of
precision.

Both technical and economic factors motivate
the increasing use of computers in the technical
disciplines. While experimental apparatus and
advanced instrumentation enhance the ability to
observe, computers enhance the ability to
reason. Phenomena governed by the laws of physics
can be expressed in mathematical form, and com-
puters can be used to solve the resulting equa-
tions with a degree of exactness not otherwise
possible. In many cases, computers enable
researchers to study phenomena that are difficult,
if not impossible, to study experimentally. Com-
puters can assist engineers and scientists in
meeting increasingly complex demands placed on
industrial design and engineering. These demands
arise from the need to be competitive on a global
scale. There is very little tolerance for design
errors despite conflicting requirements of low
cost, high quality, energy efficiency, and envi-
ronmental compatibility. In addition, computers
enable industrial product developments to evolve
more rapidly to assure economic market success.
One by one, the country's major industries are
acquiring supercomputers. This expanding market
should help control the future costs of large-
scale machines.

Unlike many experimental test facilities and
instrumentation acquired through discrete pur-
chases and then used for many years without major
change, computational equipment requires frequent
and continual upgrading to remain current. Super-
computer performance has been increasing by a
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factor .of 10- about every 7 years. Thus, the main-
frames should be replaced long before their compo-
nents are no longer serviceable (typically

15 years). Peripheral devices are also changing
rapidly. For example, over a 20-year period, the
method of inputting data into the computer has
changed from reading punched cards at the site of
the computer, to reading punched cards fed in -
through remote job-entry stations, to the use of
"dumb" terminals on the user's desk, to the use-of

- intelligent work stations in the user's office.

Likewise, the method of providing computer output
has changed from tabular 1istings, to centralized
plotting, to remote plotting, to distributed color
graphics devices. Therefore, a modern, computing
environment requires an annual budget considerably
larger than that required to maintain and operate
existing equipment, and it requires a careful and
continuous planning process to stay abreast of the
rapidly changing technology.

The availability of large computers is also
affecting the cost of performing experiments. On
one hand, the cost is going down because prelimi-
nary work done on the computer can be used to
guide the conduct of experiments and often elimi-
nates the need to perform measurements for
numerous values of the variables. The computer,
jn effect, provides a great deal of insight into
what to expect from the experiment before it is
conducted, and it provides a means for interpolat-
ing between widely spaced values of the param-
eters. On the other hand, the cost is going up
because computer-generated information provides
much more detail concerning the underlying physics
than can be obtained from more analytical exami-
nation, and thus inspires new experimental
requirements. The experimentalist is being forced
to conduct more sophisticated experiments that
require the development of improved, but costly,
test techniques. Eventually, the costs associated
with experiments in selected fields can be driven
down, if not eliminated, as computers become
sufficiently powerful to treat situations without
appreciable approximation.

Impact of Computers on Selected Disciplines

The degree to which computers are affecting

- *the scientific and endineering process exercised

in the various disciplines depends, to a large
extent, on the complexity of the underlying phys-
ics and the degree of exactness with which avail-
able computer power can be used to solve the gov-
erning equations. Since the amount of required
computer power varies from discipline to disci-
pline, each area of interest must be examined
individually to determine the impact. The process
involves making an estimate of the computer speed
and memory required to solve the governing equa-
tions, comparing the requirements with computer
capabilities, and then factoring in findings based
on past experience. Computers are not yet large
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enbugh to treat all situations from first princi-’
ples so the ability to simplify with models or
approximations plays a strong role in most disci-
plines. Results of applying this process to sev-
eral disciplines are discussed in this section.

Fluid Oynamics

The Navier-Stokes equations govern the motion
of viscous fluids over a broad range of continuum-
flow situations, including those of interest in
aircraft design. It is not possible to obtain
closed-form solutions to these equations for prac-
tical engineering problems. However, various
degrees of approximation have been worked out over
the years to obtain useful results. .

Four major levels of approximation to the
full equations have been identified.3' Each level
of approximation resolves the underlying physics
to a different degree, provides a different level
of understanding, and requires a different level
of computer capability. These approximations,
their capabilities in resolving problems associ-
ated with aircraft aerodynamics, and the computer

" requirements to solve them in a reasonable amount

of time (about 15 min) are summarized in table 1
and d}sghssed in some depth in the Titera-

ture.%*> Computer requirements are expressed in
terms of the power of a Class VI machine which is

. defined here to have a processing speed of 30 mil-

Jion floating-point operations per second (MFLOPs)
and a main memory of about 8 million words. Com-
puter requirements increase with each higher level
of approximation, both because more flow variables
are involved and because more panels or grid
points are required to resolve the flows to a
Jevel of detail that is commensurate with the
physics embodied in the approximation. Experience
jndicates that the Reynolds-averaged form of the
Navier-Stokes equations probably will be adequate
for most design-oriented problems. The effects of
all scales of turbulence are modeled in this level
of approximation. The development of these turbu-
Jence models is the subject of extensive current
research by both computational and experimental
fluid dynamicists. In fact,the experimentalists
are being guided, to a large extent, by computa-
tional research programs which are based either on
the application of the large-eddy simulation
approximation or on the use of the full Navier-
Stokes equations for simple flow geometries.
Information presented in table 1 shows that com-
puters having one-tenth the power of a Class VI
machine are required to begin to make inroads on
the computational treatment of aircraft design
problems. Machines of this class, such as the

CDC 7600, became available in the late 1960s, but
it was not until the mid-1970s that they were

" generally accessible by the aerndynamicists. Now,

of course, Class VI machines, such as the Cray-1
and the Cyber 205, are widely available.
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m Table 1.- Major levels of approximation to the Navier-Stokes equations with results
provided, and computer requirements to obtain soldtions in 15 min of computation time.
GRID POINTS COMPUTER
APPROXIMATION CAPABILITY REQUIRED REQUIREMENT
SUBSONIC/SUPERSONIC 3 X 103 .-
LINEARIZED INVISCID PRESSURE LOADS PANELS 1/10 CLASS VI
VORTEX DRAG .
ABOVE PLUS:
NONLINEAR INVISCID TRANSONIC PRESSURE LOADS . 105 CLASS VI
WAVE DRAG
ABOVE PLUS:
REYNOLDS AVERAGED SEPARATION/REATTACHMENT 7
NAVIER-STOKES STALL/BUFFET/FLUTTER 10 30 X CLASS VI
TOTAL DRAG
ABOVE PLUS
;;"‘WRUG&??;J TURBULENCE STRUCTURE 109 3000 X CLASS VI
AERODYNAMIC NOISE
ABOVE PLUS:
3MILLION TO
FULL NAVIER-STOKES LATMR'X'QS/TT‘%?‘BULENT 101210 1075 3BILLION
TURBULENCE DISSIPATION CLASS Vi

Speed and memory requirements for computa-
tional aerodynamics are compared with several
existing and planned computers in figure 4. Com-
puters large enough to provide solutions to the
Reynolds-averaged Navier-Stokes equations for the
flow about a complete aircraft are expected to be
available before the end of this decade. That
should mark the time when computers will not be
just a supplement to the aircraft design process,
but they will be an absolute necessity for a coun-
try to remain competitive in meeting economic and
performance requirements.

An expert group of computational fluid dynam-
icists, computer and wind-tunnel technologists,
and airframe and engine designers were brought
together by the National Research Council to
assess the impact of computations on the tradi-
tional role of ground test facilities over the
next 15 years (1983-1998). They concluded that,
over the 15-year period considered, the capabili-
ties of the computer as a tool for aircraft and
engine design will increase substantially, the
unit cost of computation will drop by three orders
of magnitude, and the type of testing will change,
but there will be no marked change in }he require-
ment for using ground test facilities.® This
latter conclusion stems from the finding that
computation and experimentation play somewhat
different roles and have different strengths and
weaknesses. On the other hand, computations give
considerably greater detail of a flow field than
is possible in any wind tunnel. They provide a
capability for configuration optimization and for
determining the effect of configuration changes

before commitment to model construction and test-
ing is made. In addition, computations can pro-
vide an alternate source of information often
needed to interpret experimental results or to
extend them to conditions not obtainable in ground
test facilities. On the other hand, ground test
facilities provide a ready source of integrated
flow information since forces and moments are
directly obtained by wind-tunnel balance measure-
ment. In summary, computations and experiments
will be used in a complementary rather than com-
petitive mode, and the end result will be products
which will maintain the country's preeminence in
civil and military aeronautical fields.

Aerothermodynamics

Aerothermodynamics is the extension of aero-
dynamics into very-high-speed flight regimes where
there are significant thermal effects between gas
and solid surfaces. As the motion of a vehicle
increases to hypersonic speeds (Mach number
greater than about '5), shock-heated molecules in
the flow exhibit excitation into higher internal
degrees of freedom .(vibration, rotation, and elec-
tronic) and chemical reactions begin to occur.
This gives rise to the onset of convective heating
and eventually to dissociation of the gas mole-
cules surrounding the vehicle: Additional gas
species such as NO, N, and O are formed if the
vehicle is flying in air. At even higher speeds,
fonization begins causing the appearance of N*,
0%, and N2+. In many instances, the gases will
become sufficiently hot to radiate at intensity
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the capabilities of various machines; 15-min runs with 1985 algorithms.

levels giving rise to the requirement to provide
thermal protection against both radiative and
convective heating to assure vehicle survival.
The gas is generally in thermochemical equilibrium
for flight at altitudes below about 40 km in the
Earth's atmosphere, but at higher altitudes, the
physics are further complicated by having to treat
the flow chemistry with finite rates of reac-
tions. A1l of these real-gas effects must be
taken into account to accurately obtain pressures,
forces, and heat loads experienced by a vehicle
flying at these hypervelocities. Computational
treatment of flows involving aerothermodynamic
phenomena places greater demands on computer speed
and memory than for the treatment of aerodynamics
under perfect-gas assumptions because of the need
for a more detailed description of the equation of
state. These demands are offset, to some extent,
by the fact that vehicles designed to fly at
hypervelocities generally have simpler geometries
than conventional aircraft so that fewer grid
points are required to discretize the computa-
tional domain.

The impact that modern computers will have on
the field of aerothermodynamics can be illustrated
by considering the approach contemplated for the

design of the next-generation Space Shuttle and
comparing it to that used for the existing
Shuttle, which was developed in the 1970s. During
that decade, the computational approach was in its
jnfancy and computers were not powerful enough to
treat the complete vehicle, even with codes based
on perfect-gas assumptions. The Shuttle was
designed by testing many competing configurations
in ground test facilities such as wind tunnels and
arc-heated plasma jets. This testing program
extended over a period of more than 10 years and
it required over 50,000 hours of time in wind
tunnels alone. Clearly, this was a highly suc-
cessful program, but the approach was expensive in
terms of time and added weight required to protect
against uncertainties caused by not being able to
precisely simulate all of the physical phenomena
in the ground test facilities. [t is likely that
the design of the next-generation Shuttle will
begin with the calculation of the performance
characteristics of many possible configurations
using codes based on jdeal-gas assumptions. This
will guide the selection of vehicle shapes that
satify low-speed performance requirements while
showing the promise of meeting high-speed require-
ments. At this point parallel experiments and
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computations will begin to investigate likely
areas of concern related to real-gas effects.

Once the real-gas codes are validated by compari-
son with measurements made at conditions that can
be obtained in ground test facilities, they can be
used with some degree of confidence to further
narrow the number of candidate configurations
prior to exhaustive, time-consuming testing.

Thus, the burden of "cut and try" optimization
will be assigned to the computer and the results -
will be. checked by measurement for those portions
of the flight envelope accessible by ground test
facilities.

Computer speed and memory requirements for
treating real-gas flows about simple shapes typi-
cal of planetary probes, ballistic missiles, and
orbital transfer vehicles, which will use. aero-
braking in the Earth's upper atmosphere to replace
rocket-motor-assisted maneuvering, are shown in
figure 5. Estimates are shown for increasing
levels of physical complexity ranging from lami-
nar-flow, ideal-gas considerations to the treat-
ment of chemical and thermochemical nonequilibrium
effects with radiation and turbulence physics

H-1 (p.7)

algorithms, the Reynolds-averaged form of the
Navier-Stokes equations, and 15-min solution
times.

Aeroassisted orbital transfer vehicles -
(AOTVs) will fly in a regime in which all of the
physical complexities except turbulence are
expected to be prominent. The results in figure 5
imply that about 40 hours of CPU time will be
required to calculate the flow about this class of
vehicle using machines having a speed of
1000 MFLOPs and a memory of 256 million words.
This is not considered to be an excessive amount
of computing time to provide information vital to
the design of an optimized vehicle, but not
readily accessible through ground test.

Chemistry

Properties of matter can be calculated by
solving the Schrodinger equation, which is the
fundamental equation of quantum theory. Interac-
tion energies between species and most physical
properties of interest can be calculated for sys-
tems composed of as many as 100 atoms using cur- -

included. The results are based upon using 1985 rent algorithms and computers. With these
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Figure 5.- Computer speed and memory requirements for aerothermodynamic calculations
pertaining to planetary probes, ballistic missiles, and orbital transfer vehicles compared
with the capabilities of various machines; 15-min runs with 1985 algorithms.
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interaction energies, classical and semiclassical
mechanics -are used to compute collisional proper-
ties, including rates of chemical reactions. This
field of research is known as computational chem-
istry, and its applications are as broad as those
of chemistry itself. The discussion herein will
be 1imited to problems dealing with atmosphere-
entry physics and aerospace materials. .

The solution of Schradinger's equation is
usually obtained by a basis-set expansion. Molec-
ular orbitals for the system of interest are writ-
ten in terms of a set of atomic basis functions,
and the expansion coefficients are obtained by
minimization of the total electronic energy for
the molecule or atomic cluster; the larger the
basis set, the more accurate the results.- When
the energy minimization is accomplished with the
total number of electrons in the system assigned
in only one way to the molecular orbitals, the
result is known as a self-consistent. field (SCF)
solution. For some systems and some properties,
these results are sufficient, as will be discussed
later. SCF solutions usually give information on
only the lowest or ground electronic state of a
system, but this information often is all that is
of interest. The SCF solution does not account
for the fact that electrons tend to avoid each
other in their-motiens about the nuclei of the
molecule. To account for this, the electrons are
allowed to occupy the molecular orbitals in many
different ways following quantum mechanical
rules. This approach is called configuration
interaction (CI), and the resulting electronic
energies and wavefunctions from whence many prop-
erties of isolated systems are derived often are
as accurate as those from high-quality laboratory
experiments. In general, properties of excited
electronic states require the use of the CI
approach and this can be computationally
expensive.

Atomistic simulation of material properties
utilizes the interaction energies obtained either
from the quantum chemical solutions or those
deduced from measurements. For the former case,
quantum calculations are first conducted on an
atomic cluster such as 50 or more metal atoms with
and without the presence of gaseous impurity
species. Effective interatomic forces accounting
for two- and three-body interactions are deduced
from the potential energy surfaces for the small
cluster. These forces are then used as inputs for
classical-dynamical-theory calculations for gas-
material interactions by considering an ensemble
of 10,000 atoms at a point of interest in the
material with external (macroscopic) forces
connected to the discrete atoms via a set of
finite elements.

Computational chemistry currently is being
used to provide information required for the cal-
culation of the aerothermodynamic behavior of the
AOTVs. For example, the electronic transition

. tation.
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probabilities for N2 , which contribute
1mportantly to the radiative em1ss1on from the hot
air, and the rates for the N* + N+ N+ N
charge-transfer reaction, which is an important
convective heat-transfer mechanism for nonequi-
1ibrium airflows, are being provided by compu-
Results based on CI studies are being
obtained with reliability levels comparable to
high-quality measurements.  In addition, emission
spectra for the various other radiating species in
the flow are being calculated and provided as
input to the flow-field codes to predict emission,
absorption, and radiative heating. Finally, chem-
jcal reaction rates are being computed from first
principles by using interaction energies or poten-
tial energy surfaces resulting from the solution
of the Schrédinger equation at all possible values
of the interatomic coordinates. This process
jnvolves the simulation of reactive trajectories

"by solving Hamilton's equations of motion. Many

solutions, corresponding to different Boltzman
distributions over initial vibrational states.
(vibrational temperatures) and approach conditions
(translational temperatures), are simulated, giv-
ing rise to computed reaction cross sections. By
averaging these cross sections over the appro-
priate vibrational distribution, effective rates
of reactions can be determined. For endothermic
reactions, this can lead to more than an order of
magnitude difference in the rate constant, depend-
ing upon the degree to which the vibrational tem-
perature is out of equilibrium with the transla-
tional temperature (e.g., translational tempera-
ture of 10,000 K and vibrational temperature of
4000 K).

Another application of computational chemis-
try is related to the development of new advanced
polymers. Many physical properties of polymers
depend upon their segmental motions, such as rota-
tions of CHy groups about chemical bonds. For
example, glass transition and toughness of struc-
tural polymers can be understood in terms of such
changes on the molecular level. Experiments have
revealed a wealth of information on these motions,
but the interpretation of the data is often very
difficult. An example of how computations can
assist with this interpretation involves a
recently conducted study of polymethylmethacrylate
PMMA, the clear material commonly used for air-
craft windows. Torsional potentials for appro-
priate rotations were computed using a modest
basis-set expansion and SCF wavefunctions. The
calculated torsional barriers to rotation fell in
three ranges and agreed in absolute value with -
previous measurements. However, assignment of the
barrier heights to internal motions deduced by the
experimentalists was found to be incorrect. Guid-
ance provided by the calculations permitted appro-
priate corrections to be made for interpretation
of the measurements. This example illustrates the
value of a combined experimental and computational
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approach in the program to develop advanced poly-
meric materials.

The computational work is having a profound
effect on the approach being taken by surface-
physics experimentalists. Once it became clear
that the computations would be capable of provid-
ing detailed and reliable information on the phys-
fochemical properties of small atomic clusters,
experimentalists set the goal of measuring these
data for very small clusters supported on "inmert™
substrates. This has recently been accomplished
at Ames, and measurements have been made on clus--
ters with as few as six atoms. In other labora-
tories, clusters of two, three, and more heavy
atoms have been seen in free jets and trapped in
rare-gas matrices. Thus, the people who are con-
ducting the experiments and those who are using
computers are now working on the same “turf" in
the field of small particles, and many beneficial
results in interpretation have already passed
between them. It is expected that these exchanges
will increase with time and result in many more
‘unforeseen benefits.

Examples of computer speed and memory
requirements for three areas of computational
chemistry are shown in figure 6. The first area

H-1 (p.9)

relates to the gas-phase molecular properties
required for nonthermochemical equilibrium aero-
thermodynamic studies of AQTVs. Radiative .proper-
ties of molecules such as diatomic nitrogen, for a
single molecular geometry, can be calculated on
existing computers in less than 15 minutes,
although about 50 such calculations ‘are required
to provide all of the necessary information.
Intermolecular potential surfaces for two diatomic
nitrogen molecules, in both ground or electroni-
cally excited states, require either substantially
larger computers or longer runs since each poinf
on a potential surface requires more than

15 minutes of computing time on today's computers
and several hundred points are required to define
a surface. Nevertheless, the cost of this amount
of computer time is still less than that for mea-
suring required rates of chemical reaction for the
four-atom complex in the ground and excited
states. Requirements for polymer research are
illustrated by the data for vibrational and tor-
sional potentials for polymethylmethacrylate PMMA
in the monomer, dimer, trimer, and three-cluster
trimer form. Again, these calculations are very
lengthy on today's computers, but information is
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provided that cannot be obtained from experi-
ment. Finally, some estimates of computer speed
and memory requirements are shown for work on
small clusters of metal atoms with focus on devel-
oping an understanding of how metals interact with
gases. The data for Nijq, with an without gaseous
molecules present, correspond to one of several
hundred calculations needed to predict the physio-
chemical properties of small clusters of atoms®
supported on substrates. Information of this type
js pertinent to the understanding of catalysis..
It is clear from the results presented in figure 6
that computers much more powerful than those
available now will be required to satisfy the
future needs of the computational chemist,
although considerable information of great value
can be obtained economically with existing
machines. :

As an example of the cost effectiveness of
computations in this field, consider the determi-
nation of an important electronic transition
moment for the Cp molecule. A summary of 12 dif-
ferent laboratory measurements made prior to 1975
showed that values reported for this transition

moment differed by a factor of about 6.4 The cost
of obtaining these measured data is conservatively
estimated to be about $600,000. This estimate
assumes that each of the 12 experiments cost
$50,000 to perform. Today, one computational
chemist, spending 3 months and using about 5 hours
of time on a Cray-XMP computer (3$10,000), can
obtain all of the transition moments between the
eight lowest states of the C2 molecute, to within
+15%, and values for the bond-dissociation energy
accurate to within 0.1 eV. Fifteen years ago
there was no alternative to using shock tubes or
similar experimental devices to obtain data of
this type; now, the computer is a cost-effective
substitute. :

Atmospheric Sciences

Scientific studies of planetary atmospheres
are becoming heavily dependent on the use of
large-scale computers for performing complex data
analyses, archiving large data sets, and acting to
model the physical behavior of the atmospheres
over time. Models of the atmosphere provide &
framework to organize knowledge, define and
jnterpret measurements, predict both short- and
long-term weather and climate, and predict envi-
ronmental impacts resulting from numerous natural
and human-induced perturbations. Equations gov-
erning the physical phenomena in planetary atmo-
spheres are similar to those describing the fluid
dynamics of flows about aircraft, but they must
also include the effects of multiphase systems
(gas/1liquid), radiative transfer, and in some
cases, chemical reactions.

Computers are not yet large enough to resolve
all of the time-dependent physical processes
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without the use of approximations and empirically
derived information. Therefore, there is a strong
interplay between computation and measurement.

For example, models of stratospheric aerosol phys-
jcs and chemistry have been used to guide the
selection of instruments and to define critical
measurements. Once measurements are made, the
models are tested against these data to identify
areas of data and model deficiencies. After defi-
ciencies are corrected, the models can be used to
predict the consequences of phenomena which are
not directly observed, such as those resulting
from clouds from volcanic eruptions or meteor
impacts in the distant past. Another example
jinvolves the use of radiative transfer codes to
interpret and extend measurements of the light
fields in the atmosphere. Measured light values
can be reduced to cloud temperatures and radiative
heating rates can be related to atmosphere
absorber concentrations.

Examples of computer speed and memory
requirements for several selected areas of compu-
tational atmospheric sciences research are shown
in figure 7. Current supercomputers are adequate
for treating three-dimensional localized climate
and limited-domain atmospheric models. Much
Jarger machines still are required to extend cli-
mate modeling to include complex chemistry,
increased range, and greater resolution, and to -.

occurring globally within a planetary atmosphere .

perform short-term, high-resolution, three-dimen-
sional atmospheric simulations with exchange pro-
cesses occurring between the stratosphere and
troposphere. However, the threshold of required
computer power clearly has been crossed for disci-
plines in the atmospheric sciences.

Astronomy and Astrophysics

Many important insights in modern astronomy
have been obtained through large-scale computa-
tion. Astronomical phenomena typically combine
complex interplays of several physical processes
with strong nonlinear effects. Hostile or unat-
tainable environments preclude laboratory studies,
and many processes take millions of years to com-
plete. Computation provides a major hope for
sorting out and understanding such interacting
processes.

The complexities of astronomical phenomena
combine with greatly improved observational data
to broaden the scope of problems that demand
attention and to sharpen the detail sought in
interpreting observations. Along with signifi-
cantly improved accuracy and greatly increased
data rates on more traditional observations, qual-
itatively new kinds of data from space-based

" observatories and imaging detectors yield a flood

of data and introduce new kinds of problems that
can be interpreted or solved only with the aid of
computers.
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Figure 7.- Computer speed and memory requirements for selected areas of atmospheric sciences
research compared with the capabilities of various machines; 15-min runs with 1985

algorithms.

Examples of the use of computers in astro-
physics, involving galactic dynamics, are illus-
trative of current research. Dynamics of
galaxies, in which galaxies with three-dimensional
shapes that had traditionally been assumed were
found to be dynamically unstable when treated by
means of numericai experiments conducted with
computers. These results led to the suggestion
that spiral galaxies are embedded in massive dark
"haloes" that are themselves stable and within
which the galaxy would be stable. This suggestion
stimulated numerous observational studies and now
seems to be confirmed by observations of rotation
fields in spiral galaxies. Dynamical flow fields
in barred spiral galaxies and the shapes and
dynamics of elliptical galaxies are other basic
properties whose character has been learned from
numerical experiments.

These examples illustrate how the computer
can be used as an exploratory too) to uncover the
dominant physics that govern observed astrophysi-
cal phenomena or, even more basically, to study
qualitative properties or global stability. The
thread of continuity that underlies these examples
is the fact that reality is complicated and it
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cannot be simulated without including all of the
relevant physics. Computers now permit increas-
ingly detailed modeling which can result in wholly
new understandings. This is a pattern that,
through stellar studies, has been repeated over
and over again in investigations ranging from the
red giants to stellar pulsations, interstellar
chemistry, protostellar collapse, and galactic
dynamics. Other problems that require the largest
and fastest available computers to treat are black
hole dynamics, star formation, galactic chemical
evolution, magnetic fields and plasmas, radio
sources and jets, and supernovae.

Examples of computer speed and memory
requirements for computational astronomy and
astrophysics research are shown in figure 8. )
Machines of the COC 7600 class made possible the
solution of two-dimensional models of galactic
dynamics and star formation. Current machines
permit the move to three dimensions. Even larger
machines will allow the simulation of galaxy
formation with coupled hydrodynamics and stellar
dynamics as well as star formation, including
magnetic-field accretion disks and planet forma-
tion. It is clear that computers are becoming
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1985 algorithms.

indispensable to research in astronomy and astro-
physics, and that the need for physical experimen-
tation to provide empirical models and validation
will continue into the indefinite future.

Relative Roles of Computation and Experiment

It is clear from.the examples presented that
while computers are a relatively new tool for the
scientist and engineer, they are already becoming
indispensable to the research and development
process. Each of the technical disciplines has a
different threshold in terms of the computer speed
and memory required for computation to be an
jmportant factor, but these thresholds are now
being crossed for a wide variety of research and
product-development situations. Most of the dis-
ciplines still require substantially more computer
power before they are fully satisfied; however,
the prospects for obtaining this power at reason-
able cost in the foreseeable future are very
bright.

Experience is beginning to show how this new
tool will influence experimentation. In some
cases, computation is a cost-effective substi-
tute. In other cases, computation can provide
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information not readily amenable to measurement.
In the general case, however, computation comple-
ments experiment and computers are not likely to
eliminate the need for experimentation, at least
for many years to come. Working together, compu-
tation and experiment can provide a greater under-
standing of physical phenomena and more rapid
advances than relying solely on one or the other.
The relative roles of computation and experi-
ment are beginning to change. In earlier years,
experiments were performed to establish the variaz
bles governing physical phenomena and their inter-
relationships, and computations were made after -
the fact either to validate computational method=
ology or to provide additional understanding of
the experimental results. Now, computations are
being used to establish these relationships =~
beforehand, and experiments are being conducted
either to validate the computations, to provide
refinements, or to assist with the modeling of
terms in the governing equations that are still
too complex to solve from first principles. The
development of experiments and the interpretation
of results now is heavily dependent on computa-
tion. Therefore, the experimentalist of the
future should receive at least some training in
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computation to be able to either to perform the
computations required to define a good experiment
or to be-in a-position to communicate with others
who might be responsible for the computations.

The need for persons trained in large-scale
scientific computation in all of the disciplines
is growing very rapidly. To satisfy this need,
universities, research laboratories, and indus-
trial organizations involved with product develop-
ment need greater access to supercomputers and the
peripheral equipment required to make them effec-
tive. This access cannot be provided at the
expense of other laboratory equipment since there
will be a continuing need for experimentation. In
fact, the rapid improvements in computers and
computational methodology are placing more strin-

gent requirements on the experimentalists to mea- ~

sure more fundamental quantities with greater

degrees of precision. This, in turn, is forcing
the test facilities and their supporting instru-
mentation to become more dependent on computer

technology as well. The move toward more depen-
dence on computers is irreversible and ways must
be found to adjust to this important revolution.

Conclusions

Computers are changing the approach to the
conduct of research and development in many of the
science and engineering disciplines. The rapid
and continuing growth of their speed and memory
enable them to be used to solve, with high degrees
of precision, increasingly complete forms of
first-principles governing equations. They are,
in fact, becoming an attractive complement to, and
in some cases a cost-effective substitute for
experiment.

Differing complexities of the underlying
physics in the various disciplines place different
requirements on the power that a computer must
have to solve the governing equations in a reason-
able amount of time. Thus, each discipline has a
threshold of computer power that must be exceeded
before the computer becomes an effective tool in
that discipiine. Research and applications in the
disciplines for which this threshold has been
crossed, such as fluid dynamics, aerodynamics,
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aerothermodynamics, chemistry, atmospheric
sciences, astronomy, and astrophysics, now are as -
dependent upon the computer as they are upon phys-
ical observation and testing. In fact, many of

the experiments in these disciplines are defined

by the computations.

The irreversible move toward more dependence
on computers is placing new requirements on both
human and financial resources. There is a growing
need for people with formal training in the use of
supercomputers. Universities, industrial corpora-
tions, and government laboratories must have
increased access to these machines to meet this
need. In addition, equipment must be upgraded
frequently to remain current. The comp lementary
rather than competitive nature of computation and
experiment also means that experiments cannot be
abandoned in favor of computation. Thus, labora-
tory equipment also must continually be" supported
and upgraded, at least for the foreseeable future.

Computers are an indispensable new tool for
the scientist and engineer. This tool will con-
tinue to become more powerful with time as hard-
ware, software, and people skilled in their use
mature. The effective combination of computation
and experiment will contribute greatly toward the
maintenance of a competitive position in world
affairs.
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APPENDIX H-2

HISTORY OF THE NUMERICAL AERODYNAMIC SIMULATION PROGRAM

Victor L. Peterson and Hilliam F. Ballhaus, Jr.
NASA Ames Research Center

ABSTRACT

NASA's Numerical Aerodynamic Simulation (NAS)
program has reached a milestone with the comple-
tion of the initial operating configuration of the
NAS Processing System Network. This achievement

" is the first major milestone in the continuing
effort to provide a state-of-the-art supercomputer
facility for the national aerospace community and
to serve as a pathfinder for the development and
use of future supercomputer systems. The underly-
ing factors that motivated the initiation of the
program are first identified and then discussed.
These include the emergence and evolution of com-
putational aerodynamics as a powerful new capabil-
ity in aerodynamics research and development, the
computer power required for advances in the disci-
pline, the complementary nature of computation and

" wind tunnel testing, and the need for the govern-

ment to play a pathfinding role in the development
and use of large-scale scientific computing sys-
tems. Finally, the history of the NAS program is
traced from its inception in 1975 to the present
time.

INTRODUCTION

The Numerical Aerodynamic Simulation (NAS)
program is an outgrowth of the discipline of com-
putational fluid dynamics. However, the NAS sys--
fem is now recognized to be an important facility
for advancing all of the computationally intensive
aerospace disciplines and for serving in a path-
finder role for the development and use of future
supercomputer systems. In fact, the NAS Program
began to influence both discipline-oriented users
and developers of supercomputers even before the
system was first assembled. Thé.NAS has drawn
national attention to the importance of scientific
computers to the country's technology base and has
served as a focal point for the large-scale scien-
tific computing community.

The NAS program will provide a leading edge
computational capability to the national aerospace
community. It will stimulate improvements to the
entire computational process ranging from problem
formulation to publication of results. The pro-
gram has been structured to focus on the develop-
ment of a complete computer system that can be
upgraded periodically with minimum impact on the
user and on the ever increasing inventory of
applications software. The NAS system, in its
initial operating configuration, is already serv-
ing over 200 users natlionwide at over 20 remote

locations. These numbers will continue to
increase as the system matures to {ts extended
operating configuration including two powerful
supercomputers, all of the necessary supporting
equipment, and well established communications
links.

The objectives of this paper are twofold:
1) to identify the factors that led to the initia-
tion of the NAS Program, and 2) to review the
evolution of the NAS Program from its inception in
1975 to the .present time. Included in the discus-
sion are brief reviews of the evolution of compu-~
tational aerodynamics, computer requirements for
future advances, the complementary roles of compu-
tation and experiment, and the historical role of
the government in the development and use of
large-scale scientific computing systems.

FACTORS MOTIVATING THE NAS PROGRAM

The underlying motivations: for the NAS pro-
gram are a composite of four principal factors:
1) the emergence and evolution of computational-
aerodynamics as a powerful new capability in aero-
dynamics research and development; 2) the demands
that this relatively new discipline places on
computer systems; 3) the use of ‘computation as a
complement to wind-tunnel Eesting; and 4) the long
standing, recognized need for the government to
play a pathfinding role in the development and use
of large-scale scientific computing systems. Each
of these factors will be briefly discussed prior
to describing the evolution of the program.

Emergence and Evolution of Computational
Aerodynamics

Electronic computers were used to assist with
aerodynamic analyses ever since they became avail-
able to the aeronautical researchers in the
1950s. Prior to 1970, aerodynamic analyses were
limited primarily to the solution of the linear-
ized inviscid flow equations and to the equations
governing the behavior of the viscous boundary
layer adjacent to an aerodynamic surface. Com-
puters of the IBM-360 and CDC-6600 class permitted
these equations to be solved for the flows about
idealized complete aircraft configurations, but
only for situations where the flows were every-
where either subsonic or moderately supersonic and
everywhere attached to the surfaces over which
they passed. Some attempts were made to include
the nonlinear terms In the inviscid flow equations
and solve for transonic flows about airfoils, but



_ these were limited to the very restrictive situa-
tions of either nonlifting airfoils or airfoils
with detached ‘bow shock waves.

The year 1970 marked the beginning of a
series of advances in computational aerodynamics
that would not have been possible without com-
puters. The first major advance in solving for
the nonlinear transonic flows about practical
1ifting airfoilg with embedded shock waves wWas’
reported in the literature by Magnus and Yoshihary
(1970). Subsequent milestones in the development
of the technology for treating the nonlinear .
inviscid equations, and enabled only by the com-
puter, are shown in figure 1. By about 1973,
solutions for wing-body-combinations treated with
the steady-flow, small-disturbance equations were
being published. Results of the first treatment
of unsteady flows about airfoils appeared in the
literature by Ballhaus, Jr., et al. (1975), and
the first flutter analysis for a swept wing was
published about 6 yr ago by Borland and Rizzetta
(1981). Research on the aeroelastic behavior of
wings is still limited by the performance of cur-
rently available computers to the treatment of the
equations governing inviscid flows. These equa-
tions, with corrections -for boundary-layer
effects, are still used extensively for a wide
range of aerodynamic problems. However, the
really important problems facing the designers
today require the use of the Reynolds-averaged,
Navier-Stokes equations, both with and without the
inclusion of the additional equations governing
real-gas chemistry.

Milestones in the use of the Reynolds-
averaged, Navier-Stokes equations for treating
compressible viscous flows are shown in fig~
ure 2. These equations account for most of the
physics of interest in fluid-dynamic flows. -The
process of time-averaging the Navier-Stokes equa-
tions over a time interval that is long relative
to. turbulent eddy fluctuations, yet small relative
to macroscopic flow changes, introduces new terms
representing the time-averaged transport of momen-
tum and energy, which must be modeled using empir-
ical information. Very powerful computers are
required for simulations with this level of
approximation, but the potential advantages over
the inviscid equations are enormous. Realistic
simulations of separated flows and of unsteady
viscous flows, such as buffeting, will become
commonplace as the ability to model the turbulence
terms matures. Combined with computer-
optimization methods, these simulations should
make it possible to develop designs optimized for
various missions while adhering to practical con-
straints such as available engine power and suffi-
cient fuel volume to meet range requirements.
Landmark advances include the investigation of a
shock-wave interaction with a laminar boundary
layer reported by MacCormack (1971), the treatment
of high-Reynolds-number transonic airfoil flows by
Deiwert (1974), the first turbulent flow over a
l1ifting wing by Mansour (1984), and the first
turbulent flow over a realistic fighter
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configuration at angle of attack by Flores et al.
(1987). Relatively large amounts of computer time
are still required for the application of these
equations to practical problems, but advances in .’
technology continue to improve computational
efficiency.

Figure 3 displays a perspective on the effect
that increasing computer power has had on computa-

-tional-aerodynamics in a practical engineering

sense. Presently available machines are adequate
for calculating the flows about relatively complex
configurations with the inviscid-flow equations.
However, the type of information derived from the
computations is limited (e.g., no total drag and
no effects of flow separation). The viscous-flow
equations, being more complex and requiring finer
computational meshes, demand substantially greater
computational power to solve. Thus, the types of
problems that can be solved with a given computer
are necessarily less complex. In effect, a
designer has to make the choice between treating -
simple configurations with complex physics or
treating complex configurations with simple
physies. Yet, in both inviscid- and viscous-flow
situations, each new generation of computers has.
resulted in advances in the value of computational
aerodynamics as a design tool. The discipline
will begin to mature when both complex configura-
tions and complex physics can be treated simulta-
neously with a reasonable amount of computer time.

Computer Requirements

Computer requirements for computational aero-
dynamies can be related to the four major levels
of approximatijon to the Navier-Stokes equations
that were identified in the work by Chapman
(1979). Each level of approximation resolves the
underlying physics to a different degree, provides
a different level of understanding, and requires a
different level of computer capability. Table 1
and the works of Chapman (1979) and Peterson
(198Y4) discuss in some depth these approximations,
their capabilities to solve problems associated
with aircraft aerodynamics, and the computer
requirements to solve them in a reasonable amount
of time (about 15 min) for flows about relatively
complete aircraft configurations. Computer
requirements are expressed in terms of the power
of a Class VI machine, which is defined here to
have a processing speed of 30 million floating-
point operations per second (MFLOPS) and a memory
of about 8 million words. Machines of this class
are widely available at the present time. Com-
puter requirements increase with each higher level
of approximation, both because more flow variables
are involved and because either more panels or
more grid points are required to resolve the flows
to a level of detail that is commensurate with the
physics embodied ‘in the approximation. Experience
indicates that the Reynolds-averaged form of the
Navier-Stokes equations probably will be adeguate
for most design-oriented problems. The effects of
all scales of turbulence are modeied in this level
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of approximation; the development of appropriate
turbulence models is the subject of current
research by both computational and experimental
fluid dynamicists. In fact, the experimentalists
are being guided, to a large extent, by computa-
tional research programs which are based either on
the large-eddy simulation approximation or on the
use of the full Navier-Stokes equations for simple
flow geometries.

Speed and memory requirements for compucing.
the aerodyamic behavior of shapes of varying com-
plexities are compared with several existing and
planned computers in figure U4 Computers large
enough to provide solutions in 15 min or less to
the Reynolds-averaged, Navier-Stokes equations for
the flow about a complete aircraft are expected to
be available before the end of this decade. This
advance should mark the time when computers will
not be just a supplement to the aircraft design
process, but will be an absolute necessity to be
competitive in meeting economic and performance
requirements. Computers having even more power

‘Wwill be required in the future, however, to treat

routine problems involving real-gas chemistry, the
coupling of the disciplines of aerodynamics,
structures, propulsion and controls, and the opti-
mization of a complete aircraft design.

Complementary Nature of Computation and
Experiment

In-the early 1970s, computations were recog-
nized by a few visionaries to have the potential
for becoming an effective complement to fluid- and
aero-dynamic experiments for a number of rea-
sons. First, the physics of fluid flows could be
represented by mathematical equations, and com-
puters, beginning with the IBM 360 and the CDC
6600 machines, were becoming sufficiently powerful
to solve meaningful approximating sets of these
equations in a practical amount of time and at
reasonable cost.

Second, wind tunnel costs and computational
costs were recognized to be changing in impor-
tantly different ways. Increased complexity and
broadened performance envelopes of aircraft caused
the number of wind tunnel hours expended in the
development of new aircraft to increase exponen-
tially with time. In -fact, this increase amounts

td as much as d factor of about 1,000 over an

80 yr period (50 hr for the Hright Flyer compared
to 50,000 hr for the Space Shuttle). Concur-
rently, the cost per hour of testing also
increased by a factor of about 1,000 over the same
period. Thus, wind tunnel testing costs escalated
by nearly a million fold in 80 yr, while the cost
of numerically simulating a given flow is shown by
the data in figure 5 to have decreased by a factor
of 100,000 in just 15 yr during the period from
1969 to 1984. This decrease was due to improve-
ments in both computers and algorithms.
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Third, on the one hand, all wind tunnels are
known to have all or some of the fundamental limi-
tations such as model size (Reynolds number),
temperature, wall interference, model support -
interference, unrealistic aeroelastic model dis-
tortions under load, stream nonuniformity, unreal-
istie turbulence levels, and test gas (of concern
for the design of vehicles for flight in the atmo-
spheres of other planets). On the other hand, if
it is accepted that the physics of fluid flows can
be described precisely by mathematical equations,
then the only fundamental limitations of the com-
putational approach are the limits of computer
speed and memory, and speed and memory appear to
be expandable with time by many more orders of
magnitude.

Finally, wind tunnels and computers each
bring different strengths to the research and
development process. The wind tunnel is superior
in providing detailed performance data once a
final configuration is selected, especially for
cases involving complex geometry and complex aero-
dynamic phenomena. Computers are especially use-.
ful for other applications including: 1) making
detailed fluid physics studies, such as simula-
tions designed to shed light on the basic struc-
ture of turbulent flows; 2) developing new design
concepts, such as swept forward wings or jet flaps
for lift augmentation; 3) sorting through many
candidate configurations and eliminating all but
the most promising before wind tunnel testing;

4) assisting the aerodynamicist in instrumenting
test models to improve resolution of the physical
phenomena of interest; and 5) correcting wind
tunnel data for sealing and interference errors.
The combined use of computers and wind tunnels
captures the strengths of each tool.

Pathfinding Role of the Government

A concern in the mid-1970s was that computer
power was only marginally adequate for calculating
the aerodynamics of simple airéraft shapes at
cruise conditions. More power was needed to pro-
vide both for increased resolution of geometry and
for including more complete flow ‘physics in the
analyses to predict performance during maneuvers
and near performance boundaries. In fact, treat-
ment of these more complex problems in an effec-
tive manner required advances not only in comput -
ing engines, but also in operating systems, lan-
guages, compilers, central storage capabilities,
networking, remote communications, graphics, and
user workstations. There seemed to be no assur-
ance that the advances required to meet government
needs would be provided without government stimu-
lus. In faet, this view was reinforced by the
information summarized in table 2 which shows the
historical role of the government in stimulating
the development of advanced computers. Every
major new digital computer from the IBM 701 to the
current Cray and Control Data Corporation (CDC)
machines has evolved from technology developments
accelerated by a government-sponsored ploneering



" computer development undertaken to satisfy a driv-

ing need. The need for a superior design capabil-
ity for aerospace vehicles was, and still is, a
strong driver for the NAS Program.

NASA first became involved with the pathfind-
ing role in large-scale scientific computers in a
formal way when, in 1972, it joined with the
Advanced Research and Development Projects .Agency
(now DARPA) to test the feasibility of the .
ILLIAC-IV computer. The ILLIAC Project was origi-
nally undertaken for the purposes of exploring the
feasibility of parallel processing and advanced-
computer-logic circuit technology, and researching
new ideas for high-speed .computer memory. When
ARPA started the ILLIAC Project, their driving
need was for an anti-ICBM control system. NASA's
motivation for later joining in the development
was, of course, the need for more computer. power
for the development of computational aerodynamics.

The CDC was experimenting with the STAR-100
computer at the same time the ILLIAC-IV was being
tested. Only four of these machines, featuring
new ideas in pipeline architecture, were produced.
Three of these were obtained by Government labora-
tories and one was retained by CDC. Cray
Research, Inc. had yet to produce a machine and
IBM elected not to compete in the large-scale
scientific computer market. Two other companies,
Burroughs and Texas Instruments, were on the verge
of discontinuing their supercomputer efforts.
Technology surveys showed that computers having
many times the power of the ILLIAC-IV and the
STAR-100 could be developed, but the development
would not happen without Government sponsorship
since the market for supercomputers was still very
small and limited primarily to government labora-
tories. In the mid-1970s, ARPA's interests had
been largely satisfied with the ILLIAC-IV, and no
government organization other than NASA appeared
to be interested in first defining long-range
requirements for supercomputers and then strongly
urging their development.

The experience gained with the ILLIAC-IV
project and the clear benefits derived from it
provided further motivation for proceeding with a
ma jor thrust to develop an advanced computational
system and the confidence that success could be
achieved. Benefits from the ILLIAC-IV Project
accrued .in four major areas. First, in computer
technology, the ILLIAC-IV was the first large
machine to have multiple processors working in
parallel, the first to employ emitter-coupled
logic (ECL), and the first to have multilayered
(12 layers) printed circuit boards designed with
automated methods. Second, in algorithm technol-
ogy, the existence of the machine forced the
development of numerical methods for parallel
processing. This new method also led to the
revelation that some principles of parallel
algorithms could be utilized to obtain faster
execution of problems on conventional computers of
that time period that could perform some functions
simultaneously, such as the CDC 7600,—than could
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be obtained using algorithms based on sequential

computing concepts. Third, a deeper understanding

evolved from the problems associated with large - »
one-of-a-kind scientific computers. These prob-

lems included operating-system software costs,

problems associated with applications software
transportability to machines having different

architectures, and a need to provide extensions to

‘the common FORTRAN language to obtain maximum

performance gains. In fact, the NASA Ames
Research Center's investigators developed a lan-
guage called "CFD" which enabled fluid dynamics
codes to be run efficiently on the parallel-
processing architecture. For problems that could
be structured in parallel, the ILLIAC-IV was sub-
stantially more powerful than the other scientific
computers of its era.

This advanced computer power enabled a number
of pioneering advances in CFD, including the first
simulation of viscosity-induced unsteady flow
(buffett) about an airfoil, the first simulation
of control-surface buzz, and detailed simulations
of turbulent flows. The ILLIAC-IV experience i
provided the foundation and motivation for contin-
uing to advance both CFD and supercomputer systems
technology, which led to the conception of the NAS
program.

EVOLUTION OF THE NAS PROGRAM -

The potential value of the computational
approach to aerodynamics research and development
was clearly established by the mid-1970s. Also
clear was the importance of pursuing every con-
ceivable opportunity for improving aerospace
vehicle design tools to maintain a leadership
position in the intensifying international compe-
tition in both the commercial and military air-
craft arenas. Thus, in 1975, a small group of
people associated with the computational fluid
dynamics effort at the Ames Research Center con-
ceived the NAS program as a vital underpinning of
the country's future in aeronautics.

The group recognized the importance to compu- .
tational aerodynamics of a sustained effort to
increase computer power as rapidly as technology
would allow. They also recognized the need for
the government to assume some responsibility for a
pathfinding role to accelerate the attainment of
new milestones in computer performance.

The initial proposal called for the develop-
ment of a special-purpose processor called the
Navier-Stokes Processing Facility. The central
processor was to have a minimum effective speed of
one-billion floating-point operations per second
when operating on the three-dimensional, Reynolds-
averaged, Navier-Stokes equations and to have
performance comparable to the best general-purpose
computers when used tor processing the equations
of other scientific disciplines. Its main memory
had to accommodate a problem data base of




31-million 64-bit words. To keep development
risks low, the goal of the project was to assemble
existing computer- component technologies into a
specialized architecture rather than to develop
new electronic components. Finally, the machine
had to be user-oriented, easy to program, and
capable of detecting systematic errors when they
occurred. The proposal was endorsed in principle
by NASA management in November, 1975; then

in-house studies began to gather momentum and the ’

name of the project was changed to the Computa-"
tional Aerodynamic Design Facility (CADF).

Computational Aerodynamic Design Facility
Project

The first formal exposure of NASA's objec-
tives occurred in October, 1976 when proposals
were requested from industry to "perform analysis
and definition of candidate configurations for a
computational facility in order to arrive at the
best match between aerodynamic solution methods
and processor system design." These analyses were
to be directed toward the selection, preliminary
design, and evaluation of candidate system config-
urations that would be best suited to the solution
of given aerodynamic flow models. Design require-
ments that were established for this study
included: 1) the capability to complete selected
numerical solutions of the Navier-Stokes equagions
for grid sizes ranging from 5 x 10”2 to 1 x 10
points and wall-clock times (exclusive of'input-
data preparation and output-data analysis) ranging
from 5 to 15 min; 2) a working memory of 40 x 10
words; 3) an archival storage of at least 10 « 109
words; and 4) 120 hr/wk of availability to the
users.

Two parallel contracts were awarded in
February 1977 to develop preliminary designs for
the most promising configura:ibns and to develop
performance estimates, risk analyses, and prelimi-
nary implementation cost and schedule estimates
for each of the designs. During these initial
studies, which lasted about 12 mo, it became
apparent that the overall approach to developing
the facility was sound and that performance goals
could be reached with new architectural concepts
and proven electronic components.

A 3-day workshop on Future Computer Require-
ments for Computational Aerodynamics was held at
the Ames Research Center in October 1977 for the
purposes of further clarifying the need for a
large-scale computer system for computational
aerodynamic work, for confirming that the design
goals were consistent with the needs of the pro-
Jected users of the facility and for validating
the feasibility of meeting the requirements with
emerging technology. Representatives from all of
the appropriate technical communities were
invited, including aircraft companies, computer
companies, software houses, private research
institutions, universities, the Departments of
Defense and Energy, and other NASA Centers. An
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unanticipated large attendance of over 250 peopl
confirmed the existence of broad national intere
and need for more powerful computers in science
and éngineering. The feasibility of meeting pro-
cessing speed and memory requirements was further
solidified, although it was clear.that the goals
could only be met with a multiple-processor archi-
tecture. Projected near-term advances in elec-
tronic component performance would not permit the
goals to be met with a single-processor machine.
The workshop also confirmed that computer industry
economics at that point in time would not support
the development of large specialized processors
without the infusion of government capital. The
market at that time was uncertain, and it was not
clear that enough machines could be sold to amor-
tize the development costs. Finally, the aircraft
industry reaffirmed the need for the proposed
facility for use in solving special design prob-
lems and for serving as a pathfinder for the
development and use of large-scale scientific
computer systems. The workshop proceedings were
edited by Inouye (1978).

An assessment of the utility of the Computa-
tional Aerodynamic Design Facility for disciplines
of interest to NASA, other than fluid- and aero-
dynamics, was also conducted in 1977. This
assessment was initiated to provide assurance that
the facility would not be so highly optimized for
solving the fluid dynamic equations that it would
not be useful for other work. It would also pro-
vide guidance as to how the design could be
altered, if required, to make it useful for gen-
eral science and engineering calculations without
seriously impacting its capabilities for the
originally intended problems. Experts involved
with research on weather and climate, structures,
chemistry, astrophysics, and propulsion reviewed
the proposed architectures and analyzed how the
various solution algorithms peculiar to those
disciplines could be mapped onto the designs.
Results of the assessment confirmed the expected
conclusion ‘that the CADF would provide a powerful
new capability for a broad range of problems of
importance to NASA.

Numerical Ae}odynamic Simulation Facility
Project

After it was recognized that the facility
would be used primarily for computational research
rather than for routine airecraft design, the name
was changed during the course of the first study
contracts to the Numerical Aerodynamic Simulation
Facility (NASF). Even though it became apparent
after the workshop that a computational resource
of this magnitude would be a valuable tool for the
solution of complex problems in other technical
areas of interest, aerodynamics would still be the
discipline used to drive the requirements. How-
ever, before the conclusion of the first round of
contracted efforts, the need for further studies
with greater emphasis on a computer suitable for a
broader range of disciplines was recognlzed.



Accordingly, 12-mo follow-on feasibility study
contracts were awarded in March 1978. The results
of these efforts were expected to provide data of
sufficient -accuracy to permit formulation of a
definitive plan for the development of the facil-
ity. Several events occurred during the period of
these studies which resulted in some revisions to
the basic performance specifications and a deeper
involvement of the user community in the project
activities. ’

-

The discipline of computational aerodynamics
had matured significantly in the 3 yr since the
project was first conceived. New numerical
methods were developed and existing methods were
refined. This led to the realization that if the
size of the on-line or working memory was
increased to 240 x 106 words, the facility could
be used not only to estimate the performance of
relatively complete aircraft configurations, but
also to serve as an effective tool to study the
physics of turbulent flows, a sub ject that had
eluded researchers for more than 80 years. A
corresponding increase in the off-line file stor-
age from 10 x 107 to approximately 100 x 107 words
was required to accommodate the larger data sets.

A User Steering Group was formed in July 1978
to provide a channel for the dissemination of
information regarding project status, a forum for
user-oriented issues needing discussion, and a
sounding board by which the project office could
obtain feedback from future user organizations.
Examples of user-oriented issues of interest
were: 1) selection of user languages; 2) manage-
ment policy; 3) equipment required for remote
access; and 4) data protection. The User Steering
Group was composed of representatives of the aero-
space industry, universities, and other government
agencies. The group is still active, althéugh its
name was eventually changed to the User Interface
Group to reflect its current role more accu-
rately. Organizations currently represented on
the User Interface Group are shown in table 3.

The feasibility studies were completed in the
spring of 1979. Each study produced a refined
baseline configuration, a functional design, and
rough estimates of cost and schedule. Both stud-
ies concluded that about 5 yr would be required to
complete the detailed design and to develop, inte-
grate, and test the facility. while preparations
were being made to continue the contracted devel-
opment process, the name of the project was
changed once again to the Numerical Aerodynamic
Simulator (NAS) Project. )

Numerical Aerodynamic Simulator Project

A detailed plan for the design-definition
phase of the activity was prepared during the
winter of 1979 by the NAS Project Office, which
was established at Ames Research Center earlier in
the year. This plan included refining the speci-
fications for: 1) the computing engine; 2) the
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support processing system; and 3) the collection
of other peripherals, including intelligent termi-
nals, graphical display devices, and data com-
murmication interfaces to both local and remote
users. Two 40-week, parallel, design-definition
contracts were awarded in September 1980. Upon
their completion in July 1981, the contractors
were awarded follow-on contracts related to
further design definition. These were concluded
in April 1982 when’ the proposals for the detailed
design, development, and constryction were sub-
mitted by the contractors for evaluation.

After an evaluation of the proposals, the
decision was made in June 1982 to discontinue the
procurement. This decision was based on evalua-
tion findings which were that the risks involved
in achieving the proposed technical objectives
within the critical resouree and schedule limita-
tions were unacceptable. Following this decision,
efforts began to chart a new course of -action. A
reassessment was made of the needs of the user
community and the evolving state of the art in
computer technology. Three principal conclusions
resulted from this reassessment.

First, the application and essential impor-
tance of computational aerodynamics to aeronauti-
cal research and development had grown signifi-
cantly since the mid-1970s. Thus, it was deemed
important to establish and to maintain a leading-
edge computational capability as an essential step
toward maintaining the nation's leadership in
aeronauties. To achieve this goal the NAS project
was to be restructured as an on-going NAS program
in which significant advances in high-speed com-
puter technology would be continuously incorpo-

rated as they became available.

Second, the supercomputer environment had
changed since the inception of the NAS activity in
the mid-1970s. ‘Increased interest in supercomput-
ing, advances in computer technology stimulated in
part by the NAS Program, and the increasing threat
of foreign competition changed the environment to
the extent that it no longer appeared necessary
for the government to directly subsidize the
development of the next generation of scientific
computers. These factors provided an environment
permitting a more systematic, evolutionary
approach toward developing and maintaining an
advanced NAS computational capability.

Third, the importance of coupling advance-
ments in the state of the art of supercomputers
with advanced system networks and software archi-
tectures was recognized. This capability is
necessary to accommodate successive generations of
supercomputers from different vendors and to pro-
vide the capabilities needed to enhance productiv-
ity of the user. This step led to a strategy that
minimizes the dependence of the entire system on
single vendors and to the establishment of a
strong in-house technical capability to direct the
initial and ongoing development efforts.
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This reassessment highlighted the importance
of the pathfinding role of the NAS program. It
would be particularly challenging to develop a
system with components ranging from supercomputers
to user workstations that could be maintained at
the leading edge of the state of the art, while
simultaneously providing uninterrupted service to
a large community of users working on important
national problems.

Numerical Aerodynamic'Simulation Program

A plan for the redefined program was approved
in February 1983. It included: 1) the design,
implementation, testing, and integration of an
initial operating configuration of the NAS Pro-
cessing System Network; 2) the systematic and
evolutionary incorporation of advanced computer-
system technologies to maintain a leading-edge
performance cappability; and 3) the management and
operation of the complex.

The new plan was presented to the various
NASA Advisory Groups, the Office of Management and
Budget, the Office of Science Technology and
Policy and appropriate Congressional Subcommit-
tees. It received strong support, and the Program
was approved by Congress as a new start for NASA
in the President's budget for fiscal year 1984,
The Administrator of NASA at that time termed the
NAS Program "the Centerpiece of NASA's Aeronauti-
cal Program."

Following Program approval, the development
of the initial operating capability began in
earnest. The in-house project team was expanded,
and it was supplemented by a force of on-site
contractor personnel. Procurements of both hard-
ware and software were initiated and the evolving
test-bed network was ready to receive the first
High-Speed Processor, the Cray-2, in the Fall of
1985. After about 9 mo of test and integration,
and with the help of a select group of users, the
system was unveiled for national use in its
Interim Initial Operating Configuration in July
1986. HWithin a few months the system was being
used effectively by over 200 national users
located both at Ames Research Center and at
20 remote sites.

The term "Interim Initial Operating Config-
uration®” was selected to emphasize the fact that
the system would not reach its first stage of
maturity until {t could be located in the new
building that was being constructed as its ulti-
mate home. Construction of this new building
started in the Spring of 1985, and it was ready
for occupancy at the end of 1986. The system was
shut down for several weeks, dismantled, reassem-
bled in the new building, and brought back into
operation prior to meeting the goals of the Ini-
tial Operating Configuration. This conference
celebrates the achievement of the goals of the
Initial Operating Configuration, and commemorates
the dedication of this new national capability.
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Plans are now well along for expanding the system
and installing the second high-speed processor
prior to reaching the goals of the first Extended .
Operating Configuration in 1988.

SUMMARY AND CONCLUDING REMARKS

A major milestone in aerodynamics research
and development was reached in 1970 when, for the
first time, computers began to solve problems not
previously amenable to solution. Within several
years, it became apparent that insufficient com-
puter power would impose serious limitations on
the growth of computational aerodynamics as a
useful discipline. It was possible to calculate
the flows about three-dimensional shapes such as
wings and simple wing bodies, but only with highly
approximate forms of the governing equations that
neglected full treatment of important nonlinear
and viscous phenomena. Consideration of more
comprehensive physics forced the analyses to be
restricted to simple two-dimensional shapes, such
as airfoils or axisymmetric aircraft components.
Even in this primative state, computational aero-
dynamics was recognized to have the potential to
become a major complement to wind-tunnel test-
ing. Working together, computers and wind tunnels
would provide a formidable capability for design-
ing aerospace vehicles.

Recognizing the potential importance of com-
putational methods to the aerodynamics design
process, a group of people at the Ames Research
Center initiated an effort in 1975 to drive the
development of a computer system powerful enough
to take the next major step in the development and
use of computational aerodynamics. This small
initial effort grew with time and, in the fall of
1983, it became a major new program for NASA with
two principal objectives: 1) to provide a super-
computer facility for the national aerospace com-
munity that would be maintained as close to the
state of the art as possible, and 2) to serve as a
pathfinder for the development and use of future
supercomputer systems. The NAS Program will reach
its first major milestone in March of 1987 when
its initial capability was declared operational.
Already, It was serving over 200 users nationwide,
and plans were well underway for its extended
operating capability having two powerful supercom-
puters, all of the necessary supporting equipment
and well-established coamunications links.

Computational aerodynamics was in a rela-
tively immature stage when the NAS Program was
coneéived in 1975. Even so, initial forecasts of
the importance of the discipline to the country's
aeronautics program and of the amount of computer
power required to reach various plateaus have been
remarkably accurate. Nothing has transpired in
the intervening 12 yr that would temper the desire
to push the developement of large-scale computer
systems for the country's aerospace program as
fast as the technology will allow. In fact,
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‘supercomputers are now recognized as being abso- 5. Deiwert, G. S.: Numerical Simulation of High
lutely essential for-many flelds of science and Reynolds Number Transonic Flow. AIAA Paper
engineering, and all are benefiting from the . 74-603, June 1974,

efforts of the NAS Program to develop and maintain .

a leading-edge computational system. 6. Mansour, N, N.: Numerical Simulation of the

Tip Vortex Off a Low-Aspect-Ratio Wing at
Transonic Speed. NASA TM 85932, April 1984.
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Table 1.- Governing equations, results, and computer requirements for computational

aerodynamics.
: GRID POINTS COMPUTER
APPROXIMATI
OXIMATION CAPABILITY REQUIRED REQUIREMENT
SUBSONIC/SUPERSONIC 2% 103
LINEARIZED INVISCID PRESSURE LOADS PANELS 1/10 CLASS Vi
VORTEX DRAG
ABOVE PLUS:
NONLINEAR INVISCID TRANSONIC PRESSURE LOADS 108 CLASS Vi
WAVE DRAG
ABOVE PLUS:
REYNOLDS AVERAGED SEPARATION/REATTACHMENT 7
NAVIER-STOKES STALL/BUFFET/FLUTTER 10 30 X CLASS VI B
TOTAL DRAG
ABOVE PLUS:
LARGE EDDY
SIMUGL ATlgN TURBULENCE STRUCTURE 109 3000 X CLASS VI
AERODYNAMIC NOISE
ABOVE PLUS: 3MILLION TO
' LAMINAR/TURBULENT 12
FULL NAVIER-STOKES TRARSITION 1021010 | 3BILLION
TURBULENCE DISSIPATION CLASS Vi
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Table 2.- Historical role of the Government as a

prime driver in advancing computer capability. Table 3.- NAS User Interface Group.
FUNCTION
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EARLY.MID OEt AIR DEFENSE FOR TRACKING USAF AN F$0.7 MAGNETIC COAE =", <] PARTICIPATING ORGANIZATIONS .
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EARLY SUPERIOA DESIGN CAPADILITY FOR  AEC €DC €300 INTEGRATED €ODC 7000, BOEING AEROSPACE, GENERAL DYNAMICS, GRUMMAN AEROSPACE, LOCKHEED-CALIF.,
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LATE ANTELICCH CONTROL SYSTEM (NEED DARPA  ILLIAC IV SEMICONDUCTOR  COC STAR, © ENGINE COMPANIES
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PROCESSING
© DEFENSE DEPARTMENT
CIRCA SUPERIOR DESIGN CAPABILITY FOR  NASA NAS NETWORKING OF AFWAL, AEDC, BRL, DTNSRDC, NUSC
1020 AIRCRAFT PROCESSING SUPERCOMPUTERS -
e wonx  CoMmON UsER © GENERAL AVIATION

INTERFACE GENERAL AVIATION MANUFACTURERS ASSOC. (GATES-LEARJET)

o ROTORCRAFT
AMERICAN HELICOPTER SOCIETY (UNITED TECKNOLOGY CORP. RES. CENTER)

© UNIVERSITIES
STANFORD, UNIVERSITY OF COLORADO, SCRIPPS INSTITUTION OF OCEANOGRAPHY,
PRINCETON, MASSACHUSSETTS INSTITUTE OF TECHNOLOGY

o NATIONAL SCIENCE FOUNDATION (NSF)

© NATIONAL CENTER FOR ATMOSPHERIC RESEARCH (NCAR)

© NASA
AMES, GODDARD, LANGLEY, LEWIS
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Figure 1.- Milestones in the development of computational aerodynamics; inviscid transonic
flows.
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Figure 3.- Pictorial representation of the effect that increasing computer power has had on
computational aerodynamics.

10



H-2 (p.11)

' 10":.—
P *
L
1010
g| 1988 CAPABILITY (PROJECTED) , ‘ . LARGE EDDY
0°F N smMuLATION /-
' CRAY-2 e
" -
[a]
S 108
2 CYBER 205
2 r 2 REYNOLDS-AVERAGED
2 L ILLIAC-IV NAVIER-STOKES
S 107 | CRAV-XMP
@ - CRAY-1S
CYBER-203 AC AIR
C AIRCRAFT
106 | CRAY-1 W WING
F~ cDC-7600 A AIRFOIL
105
104 1 ol o ul |1l 113 .Aul;lnlxlnl
001 1 10 102 103 104 105 106

- COMPUTER SPEED, mflops

Figure 4.- Computer speed and memory requirements for aerodynamic calculations compared with
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EXECUTIVE OFFICE OF THE PRESIDENT

OFFICE OF SCIENCE AND TECHNOLOGY POLICY
WASHINGTON, D.C. 20506

In November 1987, my predecessor, William R. Graham, transmitted
to Congress A Research and Development Strategy for High
Performance Computing. That report laid out a five-year strategy
for federally supported R&D on high performance computing,
including hardware for state-of-the-art supercomputers, software,
computer networks, and supporting infrastructure. It was written
with the assistance of the Committee on Computer Research and
Applications under the OSTP. Federal Coordinating Council for
Science, Engineering, and Technology (FCCSET). This strategy
document was to be followed by a detailed program plan.

I am pleased to transmit to Congress that program plan -- the
result of an intense interagency effort by a special task force
within the Committee on Computer Research and Applications.
Following the general organizational structure of the 1987 strategy
report, it lays out a broad R&D policy and program plan designed
to advance U.S. leadership in high performance computing. . This
plan calls for a federally coordinated government, industry, and
university collaboration to accelerate the development of high
speed computer networks and to .accelerate the rate at which high
performance computing technologies -- both hardware and software

-- can be developed, commercialized, and applied to leading-edge
problems of national significance.

High performance computing is a wvital and strategic technology,
exerting strong leverage on the rest of the computer industry and
other cutting-edge areas. However, U.S. leadership and diversity
in the supercomputer industry itself has declined dramatically; and
history shows that a scant 15 years separates the first appearance
of a top-of-the-line supercomputer from the appearance of that same
computing power in the higher end of the personal computer market.
A future national high speed computer network could have the kind
of catalytic effect on our society, industries, and universities
that the telephone system has had during the twentieth century.

We cannot afford to cede our historical leadership in high
performance computing and in its applications. We need to
encourage the dynamism of the U.S. computer industry and, hence,
our economy. I would ask all of the federal agencies with research
programs in high performance computing to work toward implementing
the recommendations in this report.

D. Allan Bromle§ I

Director



"Foreword

High Performance Computing is a powerful tool to increase productivity in industrial
design and manufacturing, scientific research, communications, and information
management. It represents the leading edge of a multi-billion dollar world market, in
which the U.S. is increasingly being challenged. A strong, fully competitive domestic high
performance computer industry contributes to U.S. leadership in critical national security
areas and in broad sectors of the civilian economy, including the technical base for many
national economic and military security needs. For this reason we are initiating the
preliminary planning to address this important U.S. technology.

GOALS
Accordingly, the goals of the Federal High Performance Computing (HPC) Program are to:
® Maintain and extend U.S. leadership in high performance computing, and
encourage U.S. sources of production;
® Encourage innovation in high performance computing technologies by increasing
their diffusion and assimilation into the U.S. science and engineering communities;
and

® Support U.S. economic competitiveness and productivity through greater utilization
of networked high performance computing in analysis, design, and manufacturing. -

COMPONENTS

The HPC Program is implemented through four complementary, closely coordinated,
multidisciplinary Components:

High Performance Computing Systems;

® Advanced Software Technology and Algorithms;

® The National Research and Education Network; and
® Basic Research and Human Resources.

POLICY

The Federal High Performance Computing (HPC) Program features increased cooperation
between business, academia and government. While each of these sectors will retain its
current role, the success of this Program will depend in large part on an effective
transition from R&D to commercialization—an outcome of successful cooperation among
the above sectors.

The measure of success of this Program in the area of R&D will be an increased rate of
development of new computing concepts, systems, and architectures. A longer term
measure of success will be the rate at which this technological progress shows up in
commercialized products. The HPC Program will be consistent with the traditional roles
of government, business and academia.



Specnflcally

® The government will provide R&D support for HPC and will coordmate R&D - .
among its agencies; :

e Business will be the decision maker and source of capital investment for
commercialization of HPC technology in response to its assessment of market
opportunities; and

e Universities and Federal laboratories will be the primary institutions receiving
government funding under this Program.

The government will, in addition, foster a number of mechanisms for increased
collaboration and interaction among government, business and universities. Specifically:
e The government will continue to serve as a market for commercial prototypes and-
for commercial products. This particularly will be the case in the defense sector.
These markets will exist in U.S. laboratories, Federal agencies, university centers
of excellence and industrially led consortia;
e The government will assist in the development of industrially-led consortia ‘in cases
where appropriate (an existing example is SEMATECH); and
e The government will promote centers of excellence, jointly funded and staffed
by government, academia, and industry. Technology transfer to industry from
government and academia will happen automatically as a result of this ongoing
collaboration. -

Foreign policy objectives will be supported through existing or future international science
and technology agreements. “Symmetry and reciprocity,” protection of U.S. proprietary
interests, and enforcement of intellectual property rights will continue to be guiding
principles.

The Federal High Performance Computmg Program will ensure the broadest possible
national benefit by addressing:

e Many problems susceptible to computational solution;

e A wide geographic and demographic distribution; and

e The inclusion of government, academia and industry.

STRATEGY
To achieve the policy goals of the HPC Program, our strategy is to:
e Support computational advances through R&D effort to address U.S. scientific and
technical challenges;

e Reduce the uncertainties to industry for development and use of this technology
though increased cooperation among government, industry and academia and the
continued use of government and government-funded facilities as a market for P
HPC prototypes and commercial products; \
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Support the underlying research, network and computational infrastructures -on
which U.S. high performance computing technology is based; and

Support the U.S. human resource base to meet needs of industry, academia and
government.

ROLE OF FEDERAL, ACADEMIC AND INDUSTRIAL SECTORS

Federal agencies

© Funding for the Program will come from agencies their annual appropriations;

© User agencies will continue to define their respective missions and goals, though

guided by the High Performance Computing Program goals and objectives; and

OSTP, through its Federal Coordinating Council on Science, Engineering, and-
Technology (FCCSET) Committee on Computer Research and Applications, will
assist the agencies as part of its continuing responsibility for coordination and
policy guidance. OSTP will also assist by recommending special computational
opportunities. However, final priority setting will reside with the respective
agencies.

Academia

Universities and colleges will participate in the HPC Program in the following ways:

® -

©
©
©

Responding to agency program announcements;
Forming consortia with goverhment and industry;
Focusing research capabilities on specific areas of computational science;

Enhancing curricula to take advantage of new generations of computing
technologies, attracting additional manpower into various disciplines of
computational science; and

Bringing the Program to the attention of State leaders for potentiél leveraging of
Federal funds.

Industry

©

Private industry will develop hardware, software, and networks in response to the
Program. Commercialization will be at the initiative and discretion of private
industry;

Industry will join and help finance university or government laboratory R&D
activities (at its choosing) to obtain access to expertise and government funded
facilities. As a result of these collaborative relationships, the partnership will
supply industry with R&D and technology information;

A broadly representative industry body will assist in making long-range demand
and robustness projections for: high capacity research networks; the spectrum of
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computer architectures; the adequacy of software development; and the ievel of the
manpower pool. This body will help assure a smooth transition between successive.
generations of high performance computing systems; and '

e Private industry suppliers will provide the network services to Federal agencies in
" the first two stages of the National Research and Education Network. Industry
should plan to operate the NREN fully as soon as feasible.

FUNDING OF THE HPC PROGRAM

The magnitude of the program envisioned by this Program will require major new Federal
R&D investment. It is assumed that existing Federal base funding for computer and
information science and technology research and development, roughly $500 million -
annually, will continue. Preliminary planning estimates suggest that the first year of the -
program would require an augmentation of $150 million, which would then grow to.an
incremented annual level of $600 million by the fifth year.

MANAGEMENT OF THE HPC PROGRAM
The components of the Program will be managed by existing Federal agencies.
Oversight of the HPC Program will be the responsibility of the Office of Science and
Technology Policy with the assistance of the FCCSET Committee on Computer Research
and Applications and the help of a High Performance Computing advisory panel which
will report to the Director of OSTP:
e The HPC advisory panel will interact regularly with the FCCSET Committee on
Computer Research and Applications; and
e The HPC advisory panel will have representation from ail sectors and will monitor
the progress of the Program for cross-sector balance, breadth of applicability,
network security, competitiveness versus international cooperation, and technology
transfer effectiveness.

SCOPE OF THIS REPORT

This report is desighed for agency-level planning purposes and does not represent the
Administration’s approval or support of any program not included in the President’s
budget requests. Programs discussed in this document are subject to budget constraints
and Administration approval.

- v -



TABLE OF CONTENTS

Page

Foreword ...................... RPN e EERERE e S i
1. Executive SUMIMAIY . ... ..o iiiitiiiiiernrrneeesencanceneenns PP 1
2. Introduction ................. ... e reevensesea e 7
3. Program Plan . .....oii i i e et e 15
High Performance Computing Systems ..................... P 17
Advanced Software Technology and Algorithms ....................... L.o23
The National Research and Education Network .......................... 31
Basic Research and Human Resources ................cooiiiiinn.. 37

4, Orgamization .. .........iiuiniiunneinraueennnoenttanetaeranenaannnen 43
5. Budget ...... e e e e e a5
ACKNOWLEDGMENTS - -+« « e v et e et e e et e e et e e e e e 47
APPENDIX A: SUMMARY OF GRAND CHALLENGES ..........c.civiuiuinennn. 49
APPENDIX B: GLOSSARY .. ittitneenenenentnesoneensnenensesosasasasnens 51
APPENDIX C: RESEARCH AND DEVELOPMENT STRATEGY FOR ~
HIGH PERFORMANCE COMPUTING ......covitiiiiniinvnennnn 53

-y -



1. Executive Summ&gy

High Performance Computing® is a pervasive and powerful technology for industrial
design and manufacturing, scientific research, communications, and information
management. A strong U.S. high performance computer industry contributes to our
leadership in critical national security areas and competitiveness in broad-sectors of the
civilian economy.

The goals of the High Performance Computing Program are to:

Goals

e Maintain and extend U.S. leadership in high performance computing, and
encourage U.S. sources of production;

e Encourage the pace of innovation in high performance computing technologies
by increasing their diffusion and assimilation into the U.S. science and
engineering communities; and

e Support U.S. economic competitiveness and productivity through greater
utilization of networked high performance computing in analysis, design, and
manufacturing.

Strategy

These goals will be accomplished through Federally coordinated government, industry,
and university collaboration to:

e Support computational advances through a more vigorous R&D effort to
expedite solutions to U.S. scientific and technical challenges;

e Reduce the uncertainties to industry for R&D and use of this technology through
increased cooperation between government, industry and academia and the
continued use of government and government-funded facilities as a market for

HPC early commercial products;

e Support the underlying research, network and computational infrastructures on
which U.S. high performance computing technology is based; and

e Support the U.S. human resource base to meet needs of industry, academia and
government.

* High performance computing refers to the full range of advanced computing technologies including
existing supercomputer systems, special purpose and experimental systems, and the new generation of
large scale parallel systems.
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The HPC Program

- The Program will consist of four complementary, coordinated components in each of
the key areas of high performance computing. The components are planned carefully
to produce not only long term results but a succession of intermediate national
benefits. Figure 1 shows the relationship of the components of the Program. The High
Performance Computing Program-will build on those programs already in place,
providing additional funds in carefully selected areas to meet its goals. Selected
computational challenges, which will have significant effect on national leadership in
science and technology, will be used as focal points for these efforts.

High Performance Computing Systems: The United States’ leadership in
supercomputing is increasingly being challenged. We have developed new, more
powerful supercomputing architectures based on innovations. Particularly in parallel
processing, we must capitalize on these innovations. To do this, a long range effort
involving Federal support will be required for basic research on high performance

computing technology and the appropriate transfer of research and technology to U.S.
industry, consisting of efforts in the following areas:

® Research for future generations of computing;

e System design tools; i - .

® Advanced prototype development; and
e Evaluation of early systems.

Advanced Software Technology and Algorithms: Historically, software improvements
have increased computational performance much more than hardware investments. Yet
software productivity is generally poor, and existing software can seldom be re-used
without modification. In computing systems for industrial, scientific and military
applications, software costs have exceeded those of hardware more than fivefold.
Advances in software will be critical to the success of high performance computers
with massively parallel architectures. To improve software productivity, an interagency
effort will support joint research among government, industry and universities to
improve basic software tools, data management, languages, algorithms, and associated
computational theory with broad applicability for the Grand Challenge® problems. These
complex problems will require advances in software that have widespread applicability
to computational problems in science and technology.

* A Grand Challenge is a fundamental problem in science or engineering, with broad economic and
scientific impact, that could be advanced by applying high performance computing resources.
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Effort in this’component focuses on:

e Support for Grand Chal'lenges;

e Software components and tools;

e Computational techniques; and .
e High performance computing research centers.

National Research and Education Network: For the past decade technology developed
by the U.S. has been available to eliminate distance as a factor in computer access
and in collaborations among high technology workers. To maintain our leadership, the
U.S. government, together with industry and universities, will jointly develop a
high-speed research network to provide a distributed computing capability linking
government, industry and higher education communities. This network will serve as a
prototype for future commercial networks which will become the basis for a distributed
industrial base. This component will consist of:

® An interagency effort to establish an interim National Research and Education
Network;

e Research and development for a billions of bits per second (gigabits) network
adequate to support national research needs;

e Deployment of the gigabits National Research and Education Network; and
e Structured transition to commercial service.

Basic Research and Human Resources: U.S. universities are not meeting the

expanding needs of industry for trained workers in computer technology. There is not
an adequate number of high quality computer science departments in this country, and

many industrial and Federal laboratories have inadequate research capabilities.
Furthermore, existing university, government, and industrial groups do not collaborate
effectively enough, and their interdisciplinary activities are too limited. To correct these
deficiencies a long term effort to support basic research in computer science and
engineering (creating computing systems) will be established by building upon existing
programs. This component will also establish industry, university, and government
partnerships to improve the training and utilization of personnel and to expand the
base of research and development personnel in computational science and technology
(using computers).
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Organization

Leadership of the Program is the responsnbllny of the Office of Science and
Technology Policy, through the Federal Coordinating Council on Science, Engineering
and Technology (FCCSET) Committee on Computer Research and Applications, whose
members include representatives of 'the key agencies that fund R&D in high
performance computing. Duties and responsibilities of the Committee include:

e Interagency planning and coordination;

® Technology assessment;

e Policy recommendations to OSTP; and

e Formal annual reports of progress to OSTP.

A High Performance Computing Advisory Panel will be formed, consisting of eminent
individuals from government, industry, and academia. Members of the Advisory Panel
will be selected by and will report to the Director of OSTP. The Panel will provide the
Director and the Committee on Computer Research and Applications with an
independent assessment of:

® Progress of the Program in accomplishing its objectives;
e Continued relevance of the Program goals over time;
e Overall balance among the Program Components; and

e Success in strengthening U.S. leadership in high performance computing, and
integration of these technologies into the mainstream of U.S. science and
industry.

This implementation plan was prepared by the FCCSET Committee on Computer
Research and Applications under the leadership of the Office of Science and
Technology Policy. It represents a broad spectrum of government, industrial and
university interests. The Committee has established subcommittees that will be
responsible for planning, organizing, monitoring and coordinating the components of
the Program.

SCOPE OF THIS REPORT

This report is designed for agency-level planning purposes and does not represent the
Administration’s approval or support of any program not included in the President’s
budget request. Programs discussed in this document are subject to budget constraints
and Administration approval.

PN
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Purpose and Scope of Report

The purpose of this document is to provide the initial implementatioh plan for the U.S.
High Performance Computing Program. This plan encompasses the first five year
period and provides for periodic reviews to be conducted by the Federal Coordinating
Council on Science, Engineering and Technology (FCCSET) with the participation of
government, industry, and university representatives.

This document discusses:

® National economic and technical issues associated with high performance
computing;

e Goals and strategy of this Program;
. @ Plans for synergistic government, industrial, and university participation;

e Organizational structure to coordinate, manage and review the Program
program,;

e Economic and technical benefits of the Program; and
e Proposed budget for the first five years of the Program.

‘This implementation plan was prepared by the FCCSET Committee on Computer
Research and Applications under the leadership of the Office of Science and
Technology Policy. It represents a broad spectrum of government, industrial, and

university interests. This report is designed for agency-level planning purposes and
does not represent the Administration’s approval or support of any program not
included in the President’s budget request. Programs discussed in this document are

subject to budget constraints and Administration approval.

Background

The Federal Coordinating Council on Science, Engineering and Technology (FCCSET),
chartered by the Office of Science and Technology Policy (OSTP), coordinates Federal
interagency activities of broad national interest. The FCCSET Committee on Computer
Research and Applications serves as the forum for developing a national agenda for
computing technology needs, opportunities, and trends.

This FCCSET Committee has examined the scientific, technological and economic
effects of high performance computing. The Committee issued reports as early as 1983
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that assessed the status of high performance computing and possible supporting
government activities. These studies have consisteritly demonstrated the need for a
strategy to coordinate high performance computing related activities in the government,
industrial and university sectors. Dramatic increases in foreign investments in computer
related technology have been noted, which challenge the world leadership of the U.S.
computing industry. The studies also emphasized that advances in critical areas of
national .security and broad sectors of the civilian economy depend strongly on high
performance computing technology.

The unprecedented power of high performance computing systems has created a new
mode of scientific research: computational investigations that complement the
traditional modes of experiment and theory. Computational research is being applied to
a wide range of scientific and engineering problems called Grand Challenges. A Grand
Challenge is a fundamental problem in science or engineering, with potentially broad
economic, political, and/or scientific impact, that could be advanced by applying high
performance computing resources. While the Grand Challenges are already being

addressed to some extent using existing supercomputers, progress is often severely
limited by current computer speeds and memory capacities. Examples of Grand
Challenges are:

(1) Computational fluid dynamics for the design of hypersonic aircraft or efficient
automobile bodies and recovery of oil.

(2) Computer based weather and climate forecasts, and understanding of global
environmental changes.

(3) Electronic structure calculations for the design of new materials such as
chemical catalysts, immunological agents and superconductors.

(4) Plasma dynamics for fusion energy technology and for safe and efficient
military technology.

(5) Calculations to improve our understanding of the fundamental nature of
matter, including quantum chromodynamics and condensed matter theory.

(6) Machine vision to enable real time analysis of complex images for control of
mechanical systems.

The sample Grand Challenge areas provided in Appendix A are representative of the
science and technology areas that will be affected by application of leading edge
computational resources and supporting systems. Figure 2 illustrates some of the
Grand Challenges that can be adequately addressed through existing high performance
computing technology and problems that could be attacked much more successfully
with a thousandfold increase in performance.

-8 -
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Agency Activities: In the early 1980’s, Federal.agencies initiated programs that provide .
the basis for the opportunities described in this Program. The NSF established the
National Supercomputer Centers to provide high performance computers to the science
and engineering community and interconnected them with the research community via
the NSFNET. The centers and network have stimulated the development of innovative
computational approaches to a wide ‘range of scientific and engineering problems
related to the Grand Challenges. NSF also reorganized to create a new Directorate of
Computer and Information Science and Engineering (CISE) with increased emphasis
and funding for computer and computational disciplines, with a focus on computer
networking as a tool for scientific and engineering research.

DARPA initiated the Strategic Computing program to accelerate development of an ‘
alternate approach to building high performance computer systems. This program
focuses on large scale parallel systems, custom VLSI and associated software,
including symbolic processing for the advanced functionality characterized by artificial
intelligence. Strategic Computing stimulated the first generation of commercially
available scalable parallel computer systems using conservative components and
packaging. Early production models of these systems were acquired by several agencies
for experimental use. A second generation of these systems is being developed, using
custom VLSL The military services have participated in this program, providing
applications focus and technical consultation.

The Office of Naval Research, Air Force Office of Scientific Research, and Army
Research Office have separately sponsored important research and development in
basic research for advanced computing.

The DOE expanded the National Magnetic Fusion Computer Center and its MFE
- Network to serve all energy research users in national laboratories, universities, and
industry. Several of the National Laboratories have formed computational groups to
experiment with novel high performance computers and to develop algorithms that
exploit the power of those computers. Special funding was provided to enable
university, industry, laboratory collaborations with the national laboratories to acquire
parallel computer prototypes to test ideas for advanced high performance computing
architectures.

NASA upgraded the computational capability at several of its research and flight
centers and established a data network to link them together. At the Ames Research
Center, the Numerical Aerodynamics Simulation (NAS) was set up to provide a
focused attack on computational aerodynamics employing the highest powered
computers available surrounded by data reduction and visualization systems.

HPC Strategy: In 1986 Congress requested that OSTP conduct a study of the critical
problems and options for communication networks that support the U.S. high

-9 -
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pcrformanée computing environment. The charter of the FCCSET Committee on _
Computer Research and Applications was broadened to include the technical aspects of
this study. A number of working groups were formed to ensure a perspective that
spanned all aspects of the U.S. high performance computing environment.- In addition
a consortium of government, industry and university experts focused on national
infrastructure requirements for high performance computing.* The FCCSET study is
documented in “A Research and Development Strategy for High Performance
Computing” also known as the High Performance Computing Strategy (HPC Strategy),
published by the Office of Science and Technology Policy (included as Appendix B). It
provides the foundation for this Program.

The HPC Strategy findings were:

e A strong domestic high performance computer industry contributes to.'
maintaining U.S. leadership in critical national security areas and in
broad sectors of the civilian economy.

e Research progress and technology transfer in software and applications
must keep pace with advances in computing architectures and
microelectronics.

e The U.S. faces serious challenges in networking technology which could
become a barrier to the advance and use of computing technology in
science and engineering.

e Federal research and development funding has established laboratories in
universities, industry, and government which have become the major
sources of innovation in the development and use of computing
technology.

The recommendations of the HPC Strategy form the basis for the four components of
the High Performance Computing Program. '

Four National Research Council reports issued in the period following publication of
the HPC Strategy have confirmed its findings and emphasized the need to carry out its
recommendations: Toward a National Research Network (1988), The National Challenge in
Computer Science and Technology (1988), Global Trends in Computer Technology and Their
Impact on Export Control (1988), and Information Technology and the Conduct of Research
(1989).

In December 1988, the Office of Science and Technology Policy charged the FCCSET
Committee on Computer Research and Applications to develop this implementation
plan for the High Performance Computing Program. The goals, strategy, and actions to
implement the Program are discussed in the following sections.

* A National Computing Initiative,
Society for Industrial and Applied Mathematics, Philadelphia, PA 1987.
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What is High Performance Computing?.

High Performance Computing refers to a productive computing environment that
includes high performance components, system and applications software, networking,
and the underlying research and human resource infrastructure. '

High performance computing systems are those at the forefront of the computing field
in terms of computational power, storage capability, input/output bandwidth, and
software. These systems include high speed vector and pipeline machines, special
purpose and experimental systems, scalable parallel architectures, and associated mass
storage systems, input/output units, and systems software. Underlying these advanced
systems are microelectronics, optoelectronics, logic devices, and storage technologies.

Advanced software technology and algorithms includes general-purpose operating
systems for high performance computer systems and tools and utilities, such as
compilers, analysis tools, debuggers, and data management systems. Mathematical
algorithms and other general purpose libraries facilitate the use of high performance
computers for science and engineering. Software tools will allow high performance
computing systems to be embedded transparently in a distributed environment which
includes applications specific software and other specialized methods and algorithms.
The technology base required to build such environments includes software engineering
and data management tools, and basic research in high-level languages and algorithms.
Improving these capabilities will greatly enhance scientific and engineering software
productivity. '

Computer network technology consists of communications and switching capable of
providing a very high speed backbone on which the high performance computing
environment is distributed. Internetworking and feeder network technology connects
local or mid-level high speed networks to the national high speed network. User
services such as directories are also essential components of an effective networking
environment. Advanced networks will provide improved access to high performance
computing systems and increased collaboration opportunities for universities, industry,
and government.

Development of high performance computing environments requires a long term,
continuing investment in basic research over a wide spectrum of computer and
computational science and engineering. A basic infrastructure of knowledge, research,
computing facilities, and people are required to create and exploit high performance
computing technology.

Why is High Performance Computing Important to the U.S.?

During the last two decades computing has become an important complement to
experimental and theoretical research. Computer aided design and engineering
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techniques are replacing manual ones. Computer assisted and automated manufacturing .
is increasing productivity and improving the value and reliability of industrial products, '

while reducing the time required for engineering and manufacturing cycles. New

knowledge and new industries are increasingly dependent upon computing. .

Most of these advances in computing- have originatéd in the United States. However,
many of them have been most successfully applied in other countries, where their use
has eroded the competitive edge that the U.S. had previously enjoyed. This Program is
intended to maintain the U.S. edge by focusing our research advantage in high
performance computing toward applications with high value to our economy and
national security. Fortunately, current U.S. leadership in high performance computing
offers a strategic opportunity to maintain our industrial momentum. The HPC Program
provides a way to do this. ’

The national economic benefits of a strong high performance computing industry are

recognized and pursued by other countries. Those nations have formed and funded
collaborations between their private and public sectors. Their successes constitute

vigorous competition for technological and economic leadership in high performance

computing. Foreign computing industries benefit tremendously from government

support. To retain our leadership, domestic industrial efforts must be encouraged by a

strategy that shares the economic risk of innovation in this capital-intensive field. oo .

National economy: High performance computing is by definition the leading edge of
computing technology, which in turn supports many areas of science and technology.
Computing constitutes a significant portion of the U.S. economy. For example, in 1988
the U.S. computing industry accounted for 10% of GNP, and almost 10% of all capital
investment.* The pace of innovation that it sets pervades the domestic computing
industry technology and economics. In terms of capability, today’s supercomputer is
tomorrow’s desk-top workstation and the following day’s classroom tool. Thus, U.S.
competitive success:in the world computing market is supported by leadership in high
performance computing.

National security: High performance computing technology is used in critical national
security areas. Examples include advanced computer systems architectures, computer
network communication technology, and signal processing techniques. Continued
acceleration of this technology, including availability of U.S. sources of production, is
important to U.S. national security.

Science and technology: High performance computing provides a basis for other
innovative scientific and engineering efforts. The pace of rapidly developing
technologies, such as robotics, artificial intelligence, communications, high definition

N
* The National Challenge in Computer Science and Technology, -
National Academy Press, Washington, D.C., 1988, p. 7.
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television (HDTV), campus network applications, semiconductor design,
superconductivity, transportation, speech recognition, and data visualization are all
dependent on a strong and innovative high performance computing industry.

Manufacturing: High performance computing constitutes an important tool for many
industries. Its use in simulation and design improves the productivity of. large industries
such as aircraft production and automobile manufacturing and is rapidly being
extended to other industries. Recent vigorous growth in use of high performance
computing in electronics, energy, chemical and pharmaceutical industries illustrates the
role of computing in the long term strength of the U.S. economy.
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3. Pr‘ogfam Plan

Introduction

The goals of the High Performance Computing Program are to:

e Maintain and extend U.S. leadership in high performance computing, and
encourage U.S. sources of production;

e Encourage innovation in high performance computing technologies by increasing
their diffusion and assimilation into the U.S. science and engineering
communities; and

e Support U.S. economic competitiveness and productivity through greater
utilization of networked high performance computing in analysis, design, and
manufacturing.

To achieve these goals, a strategy has been established to:

e Support computational advances through R&D efforts to address U.S. scientific
and technical challenges;

e Increase the use of this technology by reducing the uncertainties to industry for
R&D and by increasing cooperation among government, industry, and academia;

e Continue use of government and government-funded facilities as a market for
HPC early commercial products;

e Support the underlying research, network and computational infrastructures on
which U.S. high performance computing technology is based; and

e Support the U.S. human resource base to meet needs of industry, academia and
government.

The HPC Program is composed of four coordinated program components: High
Performance Computing Systems, Advanced Software Technology and Algorithms, the
National Research and Education Network, and Basic Research and Human Resources.
Each of the four program components stimulates the development of progressively
more advanced products for use throughout computing technology. The four areas
build upon each other and upon the existing research base, as illustrated in Figure 1.
Each component carries out a recommendation of the November 20, 1987 HPC Strategy
(see Appendix C.) :

Although the program components are described separately, they are interdependent,
so that success of the Program depends on balanced support for all of them. For
example, the development of high performance computing systems depends on
development of advanced software technology and algorithms, because algorithm and
software requirements largely determine the corresponding architecture of successful
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computing systems. Similarly, as the new computing systems become available, new : .
algorithms and software systems are required to take advantage of their capabilities
and allow the systems to be used in practical ways.

The High Performance Computing Program requires an unprecedented level of
coordination among agencies of the Federal government that are involved in high
performance computing. The agencies involved have already begun cooperation to meet
this challenge in order to mount a sufficiently comprehensive program in support of
U.S. competitiveness.

The remainder of this section describes the goals for each of the four components of
the Program the actions that will be taken to achieve these goals, and the
responsibilities of each of the participating federal agencies. Although the Program
builds on the existing research base, its goals extrapolate significantly from those of
the base and will require significant additional funding. This funding is presented in
Table 1 at the end of the plan, with the funding elements keyed to each component
and action of the Program.
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High Performance Computing Sysﬁems

Recommendation: The U.S. Government should establish a long range strategy for
Federal support for basic research on high performance computer technology and the
appropriate transfer of research and technology to U.S. industry. [HPC Strategy, 1987]

Goals

High performance computing systems consist of processors, memory, mass storage,
input/output, and associated system software. The systems are characterized in this
report by overall sustained performance on large problems. They will be designed so
that memory capacities, storage sizes and input/output rates scale to provide sustained
performance in proportion to processing. ‘

The goal is to support the development of high performance computing systems which
will be capable of sustaining trillions of operations per second on significant problems.
The program builds upon present government supported efforts which have established
U.S. leadership in developing large scale computer systems and the underlying
component technologies. However, achieving and effectively exploiting this A
thousandfold improvement in performance will require developing a new technology
base through a program of research in computer architectures, microelectronics and
packaging, and associated systems software .

A primary objective of the plan is to assist the continued viability of domestic sources
of high performance computers and their critical components that meet the -
requirements of U.S. industry and Federal programs, both civil and defense. The plan
will focus Federally funded research and promote transfer of results between
Federally-funded research programs and U.S. industry. This requires close
collaboration of researchers in the nation’s universities and government laboratories
with industrial scientists and engineers. Government funding will also assist risk

reduction in critical areas and will complement private capital in the computer market.

To date Federal investment in high performance computing systems has taken two
forms: (1) purchase of early market and production model systems and (2) research
and development which has the led to commercial high performance systems. In both
cases Federal funding has reduced the R&D risk of the high performance computing
systems for U.S. manufacturers. Because many foreign computer manufacturers are
willing to accept greater R&D risk due to their financial environment, the Federal
strategy has been important in maintaining U.S. technical leadership in high
performance computing systems.

Early purchase has served several critical functions. It has often provided essential
financial assistance and early technical feedback to manufacturers during production of
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their first model of a new high performance computing system. The substantial
computétional resources provided by these early purchases have maintained the rapid
technological advance of the U.S. in both civil and defense sectors, thereby suppdrting
the nation’s economic and military security. Early users have devised efficient ways of
exploiting the capabilities of new systems, providing a performance characterization of
the design. They have also furnished “significant new concepts to be incorporated in the
designs of succeeding generations. This information has often led to improvements
leading to more viable commercial products.

For example, NASA and DOE encouraged industry to develop a more advanced
supercomputer to meet their research needs, which resulted in the Cray 2
supercomputer. This powerful new machine with greatly expanded memory might not
have achieved market acceptance without the identified high performance computing
requirement and subsequent acquisition by these Federal agencies. DOE and NASA
acquired the first Cray 2 systems, and their early experience showed the broader market
for computational research the importance of memories of hundreds of million words
and provided valuable feedback that led to engineering changes for better performance.

Federal research and development investment has facilitated advanced research
partnerships between industrial firms and university researchers. Industry provides
practical knowledge and advanced manufacturing technology to produce high
performance computing systems, while universities have developed new concepls and
experimental systems. The results of these partnerships have often been significant in
supporting the U.S. economy and national security.

The DARPA Strategic Computing program, DOE, and NASA have funded
industry/university partnerships which have established U.S. leadership in scalable,
highly parallel, high performance computing systems. Unlike the present generation of
supercomputers, the resulting systems employ hundreds to thousands of processors.
These architectures are generally scalable to higher levels of parallelism and, in the
future, can exploit higher performance components and packaging with corresponding
increases in sustained performance. This program has produced very promising results:
the first generation of scalable parallel systems are now commercially available and
have demonstrated high performance in both numeric and non-numeric applications.
The second generation of this class of high performance computers is now emerging
and scientific, engineering, defense, and business users are preparing for their arrival.
Additional results include enhanced performance for workstations, personal computers,
mass storage, graphics and input/output systems.

This Component of the HPC Program will build on recent experience in coordinated
funding by different agencies of high performance computing systems research and
development. For example, the Strategic Computing program at DARPA invested in C
R&D for an advanced parallel computer which was subsequentiy commercialized by
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Thinking Machines Corporation. DARPA then collaborated with DOE and NASA to
facilitate early use of this system in their research laboratories. The NSF recently-
funded a Science and Technology Center at Rice University, California Institute of
Technology, Argonne National Laboratory, and Los Alamos National Laboratory which
will consider more effective applications of this and other parallel architectures.

Action Plan

The focused high performance computing systems projects in this plan will be
undertaken in cooperation with the software development projects. The systems also
must be coordinated with advances in networking to ensure that their potential
performance is available to remote users via the National Research and Education
Network. The advanced research tasks provide excellent training grounds for the next
generation of computer and computational scientists and engineers. Collaboration
among these components is essential to the success of the Program.

Research for future generations of computing: Research in computer science, scalable
parallel computer architectures, high density packaging technology, VLSI technology and
optoelectronics will be increased. New packaging and component technologies will be
developed together with associated design, analysis, simulation, and testing tools to
enable their use in implementing larger scale computer architectures. This includes
creating and extending models of computation, together with sufficient efforts in
adaptation of fundamental algorithms, operating systems, and programming languages.
These systems-specific activities complement the more generic and applications-focused
software described in Advanced Software Technology and Algorithms where the
emphasis is to develop the full potential of the new architectures.

System design tools: Support for rapid design, prototyping, and integration is essential
to reach the capabilities needed for the Program. Progress in research, development
and manufacturing of high performance computing systems is presently limited by lack
of adequate automated design and analysis tools. A new generation of design tools and
techniques will be developed for integrated, computer—aséisted design and

- manufacturing of high performance computing systems from functional specifications
through full systems. The tools will be developed so as to provide rapid prototyping in
support of research, interfaced with the latest advances in automated manufacturing so
as to boost U.S. industrial capabilities in addition to increasing research and
development productivity. These facilities will make use of the latest high-density
packaging technology which will be required to create systems at the targeted level of
performance. ‘

Transfer of technology to stimulate advanced prototypes: Cooperative
university/industry high-risk research and development projects will provide rapid
technology transfer from research results to working prototypes. Revolutionary concepts
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are emerging from the frontiers of research in rco‘mputer science and engineering,
innovative computer architectures, mass storage systems, input/output systems, high
density packaging, Very Large Scale Integration (VLSI) and optoelectronics.
Government funds will be invested where opportunities exist for leverage to accelerate
the transfer of the Federally-funded <omputing technology to American industry and
vice versa. Advanced application-specific integrated circuits (ASICs) will be utilized
where appropriate in these general purpose high performance computing systems. Joint
projects in high risk areas will be pursued on a cost sharing basis with industry in
close collaboration with government laboratories and academia. The focus of these
projects will be to accelerate transition of high risk, revolutionary concepts from
research laboratories into the commercial market while encouraging a domestic means
of production for all critical components. '

By the mid 1990s, it is expected that commercial advanced prototypes will be capable
of sustaining two or three orders of magnitude better performance than today’s systems
for complex science, engineering, and defense applications, and for other problems of
national importance. System software, including operating systems, programming
languages, and software analysis tools, will be developed to determine the
computational potential of the commercial systems. Performance analysis and
measurement tools will be improved to enable the design and configuration of
heterogeneous systems.

Evaluation of Early Systems: Evaluation of early production models of new high
performance computing systems will be undertaken using representative problems. These
systems will be acquired at the smallest scale that can evaluate their potential
performance. The resulting evaluations will form a basis for decisions to develop the
associated generic software and specific large scale applications in the Advanced
Software Technology and Algorithms component. Needs of the Grand Challenges will be
considered fully, and some early production models of high performance computers may

be utilized in one or more of the Grand Challenges, at the sites performing this research.

This component of the HPC Program does not include acquisition of full scale systems.
Some of these will be acquired under the High Performance Computing Research
Centers in the Advanced Software Technology and Algorithms component; others will be
purchased by Federal agencies to fulfill their missions. This investment will sustain the
U.S. competitive edge and must be protected by ensuring appropriate export controls.

Rationale

Improvements in materials and component technology are advancing computer
capability rapidly. Memory and logic circuits are continuing to improve in speed and
density, but as fundamental physical limits are approached, advances are being sought
through improved computer architectures, custom components, and software and
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algorithms. Application-specific integrated circuits, such as for real-time signal
processing, are being incorporated into special purpose computing systems. Computer
architectures have begun to evolve into large scale parallel systems. Scalable
architectures provide a uniform approach that enables a wide range of capacity, from
workstations to very high performance computers. '

At current performance levels our ability to model many important science,
engineering, and economic problems is still limited. Computational models which have
been developed for these problems require for realistic solutions speeds of trillions of
operations per second and corresponding improvement in memory size, mass storage,
and input/output systems. Achievement ’of this performance level in the next five years is
feasible, based on extrapolations of processor capability, demonstrated architectures, number
of processors, and improved software performance.

Responsibilities

NSF, NASA, DOE and DOD share responsibility for long-range research on the
foundations of high performance systems. Within the DOD this responsibility will rest
with DARPA, the Army Research Office (ARO), the Office of Naval Research, (ONR)
and the Air Force Office of Scientific Research (AFOSR). These agencies have all
been involved in this area and have considerable knowledge of the status and
opportunities.

DARPA will carry the prime responsibility for high-risk research and development
leading to commercialization of highly parallel high performance computing systems
and will work with ARO, ONR, and AFOSR to achieve this end. DARPA will also have
the lead responsibility for supporting research facilities for rapid design, prototyping,
and integration of these systems, using advanced components and packaging. DARPA’s

unique style of managing high risk, large scale projects is particularly effective for
transfering technology in joint university and industrial efforts.

The DOE, NASA and DARPA will continue to acquire first production models of high
performance computing systems. The diversity of interests represented by these
agencies has been important to the broad range of systems developed by industry in
the U.S.. This healthy arrangement will continue.

NIST will expand its program for development of measurement techniques and
performance modeling for high performance computer systems, and will support
transfer of this technology to industry.
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Advanced Software Technology and Algorithms

Recommendation: The U.S. should take the lead in encouraging joint research with
government, industry, and university participation to improve basic tools, languages,
algorithms, and associated theory for the scientific Grand Challenges with widespread
applicability. [HPC Strategy, 1987] o

Goals

Sustained improvements in computing hardware performance and sophistication have
resulted in a shift from hardware and architecture to software and algorithms as the
primary determiners of the power, flexibility, and reliability of major computing
systems. Today the ability to exploit computing technology to address scientific and
technological problems of competitive and national importance is determined primarily
by software capability.

Breakthroughs in software technology enable computer solutions to problems whose
scale, complexity or evolving nature previously inhibited any organized approach.
Breakthroughs in algorithm design improve problem solving performance by orders of
magnitude, making tractable computational solutions in problem areas where previously
no solutions of any sort, or only traditional analytical or experimental methods, were
available.

The goal for the Software Technology and Algorithms component of the High
Performance Computing Program is to develop a base of software technology and
algorithms that (1) will enable solution of Grand Challenge application problems in
science and engineering, and that (2) will have broad national impact on software
productivity and on systems capability and reliability.

The approach taken is to develop the advanced algorithms and software technology
required to address applications problems on the scale of Grand Challenges, while

ensuring that the generic technology developed can be applied to a broad range of
computational problems. This investment may lead to the development of commercial
products, but only after the new concepts have been illustrated and their feasibility
demonstrated. Therefore, specific investments will be made to reduce the risks
associated with the transition and adoption of these advanced technologies.

The U.S. lead in many areas of science and technology will be closely linked to
advances made on important fundamental problems identified as Grand Challenges.
Grand Challenges come from many fields from basic science to applied technology.
Their solutions will have significant, national-level impact across diverse fields of
interest to many Federal agencies. Appendix A describes several Grand Challenges
and the agencies concerned with their solutions.

Improvements in algorithm design and implementation are as important to total “user
realized” system performance as are performance improvements in the computer
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systems in which these algorithms will be executed. High performance computing
offers scientists and engineers the opportunity to simulate conditions that are difficult
or impossible to create and measure. This new paradigm of computational science and
engineering offers an important complement to traditional theoretical-and experimental
approaches, and it is already having major impact in many areas. New approaches
combining numeric and symbolic methods are emerging. Development of new
instruments and data generation methods in fields as diverse as genetics, seismology,
and materials is accelerating demand for computational power. As problems grow to
the size and complexity of Grand Challenges, and as computer architectures grow
more complex in order to provide increased computing power, the software and
algorithms challenge becomes significantly greater.

Effective exploitation of the performance potential of the emerging parallel syétems
poses a special challenge both to software technology and to algorithm design. The
required software technology has many dimensions, ranging from systems software,
advanced compilers, and languages, to programming environments for developing and
adapting software, to large scale distributed data repositories. Also included are
techniques for analyzing and constructing software with high reliability and numerical
accuracy, design of high performance algorithms for solving generic problems on
specific architectures, and development of algorithmic and software architectural
approaches specific to solving the Grand Challenges. 4

Research in fundamental parallel algorithms is needed to provide a sufficient base of
algorithms for high performance architectures. The characteristics of the generic
algorithms are often strongly dependent on the computational model embodied in a
particular machine architecture. Various models of parallelism yield different
algorithms, as do heterogeneous systems configurations involving hybrid computational
models. '

Networking technology will also have significant influence on the design of algorithms
for distributed systems. Fundamental algorithms must be specialized and combined to
provide application-specific algorithms appropriate for the Grand Challenges.
Algorithm design, development, optimization, and validation requires substantial
resources and collaboration. Experimental facilities are a critical tool for developing
and demonstrating applications and systems software, computer architectures, and
networks.

Action Plan

Support for Grand Challenges: A principal focus of activity will be providing advanced
software technology support to research groups collaborating to address the Grand
Challenges. The purpose of this is not to provide sustaining support for this research,
but rather to provide a means to reduce the risks assumed by Grand Challenge
researchers when adopting innovative high performance computing technologies.
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Collaborative groups will include scientists and.engineers concerned with Grand
Challenge areas, software and systems engineers, and algorithm designers. These -
groups will be supported by shared computational and experimental facilities, including
professional software engineering support teams, linked together by the National
Research and Education Network. Groups may also create a central administrative
base, which can be located anywheré on the network. Experimental facilities, often

called testbeds, are included in the network in order to provide real-time access to
data streams and support for rapid validation of computational models.

Technical contributions arising from this investment will include development of
application-specific codes for innovative high performance computing systems, design
and analysis of algorithms for Grand Challenge problems, and architecture and
performance assessment as it relates to specific applications.

Agencies will select Grand Challenge applications to be included in this Program on
the basis of the national importance of the specific area and the extent of cost-sharing
- from sources directly concerned with the specific scientific and engineering
applications. An additional consideration will be the leveraging potential in other areas,
in particular the commercial domain. Investment related to high performance .
computing will complement the traditional sources of support for Grand Challenge
research by enabling exploratory use of advanced computational techniques.

Software components and tools: The Grand Challenge applications groups will have
common needs in many areas of software technology including programming )
environments for code development and adaptation, advanced compiler technology.
Also needed will be tools for optimization and parallelization, data management and
interoperability, . analysis and performance measurement, user interaction and
visualization, debugging, and instrumentation. Advances in these generic software
technology areas will have broad national impact, beyond the immediate, scope of the
Grand Challenge applications.

In order to provide these tools in a manner that is responsive to the needs of the
applications researchers, collaborative groups will be formed that cut across the Grand
Challenge areas in order to coordinate and share supporting software technology. This
will enable. multiple applications groups to sustain more easily a fast pace of
innovation in'the underlying software technology. These groups will include industrial,
academic, and government researchers. Innovative approaches will be used to provide
incentive for industry to participate and share costs.

A major focus of systems design and engineering will be developing advanced software
applications that exploit the high capacity of the National Research and Education
Network to provide new capabilities to researchers. An important example is a
distributed operating system that permits high capacity interactions among programs at
multiple network sites. This capability will enable a researcher to develop applications
that may involve several high performance computers located at diverse sites to work
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together effectively. Other applications include distributed shared data and program
libraries, research report dissemination systems, and advanced user interaction and
visualization systems. For example, security support and data interoperability- are
required to enable distributed databases that exploit the National Research and
Education Network. ' ' ' '

-

" Computational techniques: Developing software tools and components is basic to
fundamental research in computational technology. It is this research that yields the
fundamental algorithms, models of computation, new approaches to program analysis,
and language approaches that provide fundamental generational advances.

Research in computational techniques includes the areas of parallel algorithms,
numerical and mathematical analysis, parallel languages, and program refinement
techniques. Also included are models of computation, formal methods for high
assurance, theoretical and empirical techniques for algorithm analysis, and related
areas.

Results in design and theory of algorithms are as important to breaking down
computational scaling barriers as are performance improvements in computing
hardware. Algorithm breakthroughs continue to be made on even fundamental
problems such as linear algebra that are often assumed to be well understood. -
Breakthroughs can yield thousandfold speedup factors above and beyond hardware
advances, as illustrated in Figure 3.

Parallel computing is the principal source of opportunity to improve computational
performance. There are many differences among the models of computation embodied
in parallel computers, and all of these differ from the purely sequential model that
dominated the first half-century of computing. Algorithm theory has already yielded

. scalable parallel solutions to many computational problems that were assumed by most
practitioners to be inherently sequential. In order to realize the potential for
performance and scaling implicit in the paralle! computer technology, research in the
design of algorithms, will be supported.

The evolution of parallel computing technology has also stimulated renewed activity in
the area of high level programming languages. Languages that have inherently
sequential semantics force programmers to make unnecessary and undesirable
computational commitments that must, in any case, be undone by optimizing
compilers. Efforts will be funded to develop higher level languages that will enable
computational scientists to consider separately the abstract computational problem
being solved and the specific implementation approach. This will also enable use of
emerging programming tools that integrate program transformation and optimization
with analysis to yield implementations with higher assurance and predictable numerical
characteristics. '

High performance computing research centers: The HPC Program will support
deployment of innovative high performance computing architectures to computational
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scientists and engineers working on Grand Challenge applications, and to other
computer scientists and engineers. Centers will be established to accelerate transition to
new generations of high performance computing technology by enabling researchers to
explore- applications of this new technology.

Information gained from evaluating prototypcs of new architectures as part of the High
Performance Computing Systems Component will aid the choice of architectures to
support the Grand Challehges. As the risks associated with application of innovative
systems diminishes in individual Grand Challenges, the costs associated with the
facilities will be transferred to the interested sponsors of the applications research. In
this component we include computing hardware, network access to the operating
systems of scientific instrumentation, and operational support for the Grand Challenge
cooperative groups.

Facilities will also be provided to researchers in computing technology in order to
support a more rapid transition to the new technology base. Researchers in areas such
as algorithms, software environments, and operating systems require experimental
access to new generation hardware. For example, there are a number of theoretical
models for parallel computation in general use among algorithm designers, but only
through empirical work can these models by adjusted to reflect more faithfully the
models embodied in the parallel systems. Crucial systems parameters, for example, the
relation of processing time to communications time and memory speed, interact with
algorithm design parameters in ways that can best be explored empirically.

It is expected that many of the facilities allocated as part of Advanced Software }
Technology and Algorithms component will be used to facilitate transition of Grand
Challenge applications to the new high performance computing systems. The remaining
portion will be provided to computing technology researchers in order to support the
development of generic algorithms and software technology. These facilities are in
addition to those which will be provided as part of the High Performance Computing
Systems component of the Program as a means to accelerate the transition from
prototypes into products.

Responsibilities

DOE, NASA, NSF, NOAA and DARPA share responsibility for clearly defining the
computational requirements of the Grand Challenges. They will select Grand Challenge
applications areas in which collaborative groups are to be formed, and are responsible
for providing advanced software technology support to the research groups
collaborating to address the Grand Challenges applications in their domains.

NASA will carry lead responsibility for organizing and chairing the Federal Advanced
Software, Technology and Algorithms Coordinating Committee. DOE, NSF, DARPA
and other DOD research activities will be among the agencies participating in this
committee.
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NASA, DARPA, NSF and DOE will support development of software tools and
standard components for use across the spectrum of the Grand Challenges. DOE and
NASA share responsibility for exploiting the nearer term potential for
commercialization of these software developments.

DOE, NASA, NSF and DARPA will-incorporate early production models of the high
performance computing systems into high performance computing laboratories. These
high performance computing laboratories will include the advanced software tools and
components, innovative computational techniques and the application-specific
algorithms and experimental code for the Grand Challenges. These facilities will
support the required integrated research, and will be available to users through the
National Research and Education Network.

NSF, DOE, NOAA and NASA will build on their existing supercomputer centers which
will provide the facilities for several high performance computing research centers,
accessible to the national research community.

NOAA will be responsible for organizing the coordination of R&D in data management,
and will play a lead role in supporting basic research in tools and techniques required
for management and analysis of large-scale scientific data bases and distributed data

handling.
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The Naﬁonal Research and Education Network

Recommendation: U.S. Government, industry and universities should coordinate
research and development for a research network to provide a distributed computing
capability that links the Government, industry, and higher education communities.
[HPC Strategy, 1987]

Introduction

The United States must develop a National Research and Education Network (NREN)
to support communication between persons and organizations involved in open research
and scholarly pursuits in the United States. This need has become increasingly obvious
to the research community, especially among those who have experienced the benefits
of electronic mail and database access, exchange of files between computers, and .
remote access to specialized and high-performance computing systems. As networking
technology grows in power, network-based collaboration continues to allow substantive
improvements in research effectiveness. These themes are well expressed in the recent
National Research Council report Toward a National Research Network (1988). In
developing the plan for this component the growing importance of the interrelationships
between the network, the research components of the Program, and the U.S. academic
community became increasingly clear. Education has been included in. the name of the
network in explicit recognition of this importance.

Today, all major organizations and government agencies use computer networking to
some extent, and those with the most progressive and demanding missions have
organized major transcontinental networks. A number of these networks are

interconnected, notably those of the National Science Foundation (NSFNET), the
Department of Defense (ARPANET and MILNET), the Department of Energy

(ESNET), and the National Aeronautics and Space Administration (NASA Science
Internet). These and many other commercial and regional networks collectively form
the Internet, which currently supports a large portion of the U.S. science and
engineering research community.

Today’s Internet is far from uniform in the type and quality of service provided, and it
does not yet reach the entire research community. Even so, expanding the Internet and
enhancing its performance as far as technology allows will fall far short of what can
and should be accomplished. The goal of this component is to create a new NREN
which operates at rates of gigabits per second nationwide. This tremendous challenge
is within the grasp of the United States in the next ten years. A network with this level
of performance will provide another major improvement in the effectiveness of the
national research community and their resulting ability to contribute to U.S. ‘
competitiveness.
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Avaxlablllty of the NREN will provide an environment which enhances collaboration
both for software technology development and for basic research and scholarship-
natlonally In return the development of the NREN will benefit from advances in
software technology, partxcularly in the area of network services.

The eventual impact of the NREN on national competitiveness may well extend beyond
such gains in research productivity. The NREN should be the prototype of a new
national information infrastructure which could be available to every home, office and
factory. Wherever information is used, from manufacturing to high-definition home
video entertainment, and most particularly in education, the country will benefit
enormously from deployment of this technology.

Stages of the NREN: The stages of NREN development as articulated in the. HPC
Strategy are:

The first stage involves an upgrade of the existing Internet to 1.5 megabit per
second trunks. (This process is underway.)

The second stage will deliver upgraded network services to 200 to 300 research
installations, using a shared backbone network with 45 megabit per second
capacity.

The third stage will deliver one to three gigabit per second networking service -to
selected research facilities, and 45 megabit per second networking to
approximately 1000 sites nationwide.

The stages of the NREN are illustrated in Figure 4.

Government/Industry/University roles: The Federal government plays a dual role in
the development of computer networking. Federal funding has supported networking
research and technology development in academic, industrial, and (to alesser degree)

. government laboratories. The government also supports operational networks and
network services. These are expected eventually to create a commercially viable market
whose needs can be supplied by the private sector. In this latter role, the government
has supplied networks as value-added services on communication circuits leased from
the common carriers, and has subsidized their use by segments of the scholarly and
research communities.

Universities play a major research role in advanced networking technology. Whereas
most of the improvements in communications technology have come from industry,
many of the most important networking technologies have been developed by
universities. Educational institutions are also the primary users of networking
nationwide, both for access to high performance computing and for collaboration
among themselves and with government and industry.

To date, the role of industry has mostly been to provide communications links and
produce equipment for networking. This situation is changing and in fact must be
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radically altered in order to develop the high speed networks of the future. At data
rates of gigabits per second the switching elements of the network need to be
integrated with the communications links within the facilities of the commumcatlons
industry. Applications of networks within and between industrial groups should also
increase to support a more competitive U.S. industrial posture. )

It is anticipated that the government‘ will continue to fund networking research in
partnership with academia and industry, and will continue to support parts of the
national research networking infrastructure which do not yet have a sizable market.
This will be necessary both to build the market for private offerings as well as other
commercial goals. It also will be necessary for those government agencies sponsoring
development of advanced networking to coordinate the work of multiple government
laboratories, industrial, and university groups.

Action Plan

The Federal Research Internet Coordinating Committee (FRICC), a collaboration of the
NSF, DARPA, DOE, NASA, and the Department of Health and Human Services
(HHS), has begun transforming the present day Internet toward the goal of an NREN.
This is being accomplished through sharing communications circuits, network access
points, and even entire networks, leading to streamlined operations and reduced costs.
The FRICC has established coordinating members in other agencies and national
networking organizations and has developed a program plan for implementing the
NREN. While these activities have provided a healthy start for the NREN, an additional
effort will be necessary to achieve the ultimate goals of the High Performance ‘
Computing Program. FRICC, while not formally a part of the FCCSET structure of
OSTP, works closely with the Committee on Computer Research and Applications and
conducts its activities consistent with the policy guidance of the HPC Program.
Interagency effort to produce an interim NREN. Coordinating an interagency project
as large as the NREN will not be easy. It is clear that a unified focus for management
is necessary. It is equally clear that the project will not be fully supported by the
diverse agencies involved unless they have a decisive role in shaping the project, and
are kept in constant, close communication so that the resulting network fills their N
needs. -

In Stage I the agencies will continue to upgrade their networks to 1.5 megabit per
second (T1) trunks. This effort is already well underway. In addition, DARPA project o
known as the Research Internet Gateway (RIG) is acquiring a prototype platform for
development of “policy-based routing” mechanisms which will allow interconnection of
these trunks. Also the FRICC has plans to develop enhanced capabilities such as
directory services in support of network users.

As the Internet expands, issues of network security have become a source of increasing
concern. Recent incidents have demonstrated the vulnerability of computers attached to
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national networks. A significant effort in implementing the NREN will be development.
and implementation of mechanisms to enhance the security of the connected computing
systems, and mechanisms to protect the networks themselves. These mechanisms will
rely on policy-based routing capabilities, and also on recent advances in public-key
cryptography. : :

-In Stage 2 the agencies are planning to acquire a common set of 45 megabit per
second transcontinental trunks, the Research Interagency Backbone (RIB). The ability to
share backbone trunks, resulting in lower costs and improved service for all agencies,
will be enabled by gateways with policy-based routing capabilities. When the RIB is
fully operational, it will be interconnected with the NSFNET backbone; the result will
be the interim NREN. Another equally important result will be the stage 2 '
technologies, which will provide a base from which commercial providers can offer
compatible networking services nationally.

Research and development for billions of bits per second (gigabits) net. The ultimate
structure of the Stage 3 network will not become clear until this research effort is
complete. However, it is clear that fiber—optic trunks now being installed by
communications carriers will become increasingly important, new switching systems
and network protocols must be developed, new high-speed interconnections to
workstations and supercomputers will be needed, and some form of interconnection
with the Stage 2 network will be needed. An additional goal of stage 3 is to support
such advanced capabilities as remote interactive graphics, nationwide data files, and
network-based high definition displays for education. Managing the dynamics of these
activities will be a major challenge, but the payoff for success in terms of national
capabilities will be enormous in terms of research productivity and, subsequently, in
the form of technologies and services available from commercial sources.

Deployment of gigabits NREN. Stage 3 culminates in an operational national network
with gigabits trunks. Deployment is not expected to begin until the middle to late
1990’s. :

Structured transition to commercial service: Mid-level networks organized on a
regional basis or by other limited constituencies have sprung up indigenously (for
example BITNET and several state-funded networks). Other mid-level networks have
been formed with seed funding from NSF, NASA, and DARPA. These have become,
in varying degrees, part of the existing Internet. They provide an important vehicle for
the economic participation of state and local governments and of industry by providing
access to the national network and by giving these other sectors a stake in its
operation, thus reducing the funding burden on the Federal government. Moreover,
each of these networks is typically a private and autonomous (although possibly
subsidized) business entity; thus elements of the emerging national network have
already become part of the private sector. Continuation of this trend will result in

¢
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opportunities for many companies to become involved in leading-edge data
communications. '

By the end of Stage 2, it is expected that every university and major laboratory will be
connected to the NREN through a mid-level network. Present regional offerings vary
widely in reliability and scope. To provide homogeneous and universal networking
service, interaction of the Federal government with mid-level networks must increase.
It is also to be expected that competition and other market forces will come into play
between these networks. '

Each of the services developed for the NREN must become available commercially at
the earliest practical time. The intention is that networking infrastructure should be a
commercial offering nationwide. The government and its contractors would then
purchase network connections from companies which would provide service to
subscribers in general. '

Eventually, computer networking should be as pervasively available as telephone
service is today. The corresponding ease of inter-computer communication will then
provide the benefits associated with the NREN to the entire nation, improving the
productivity of all information-handling activities. To achieve this end, the deployment
of the Stage 3-NREN will include a specific, structured process resulting in transition
of the network from a government operation to a commercial service.

Agency Responsibilities

NSF will be the lead agency for deploying the operating NREN within the HPC

Program. NSF has assumed responsibility for supporting a backbone for the NREN,
and will coordinate collaboration among Federal agencies in this area. The NSF role of
support and coordination will expand as the NREN grows; NSF will upgrade and
extend the operational network, providing advanced network services, and collaboration
technology. NSF will also support and participate in the interagency networking

testbed.

DARPA will be the lead agency for the Program’s advanced networking technology
research and development. DARPA’s research leading to the advanced networking
technology for gigabit speeds (Stage 3) will take place within its Command, Control,
and Communications programs as the primary contribution of the Department of
Defense to the NREN. DARPA will also create a testbed, jointly funded with other
participating agencies, for advanced network technology and inter-agency collaboration.

DOE will provide networking support for the energy research community and
participate in the interagency networking testbed.

NASA will provide networking support for the aerospace research community,
participate in the interagency testbed, and support research on aerospace applications
and technology with a focus on telescience research and development.
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DARPA, NSF, DOE and NASA will continue their active roles

Internet, and will expand these roles by providing representatives on

sets policy for the NREN.

in governance of the
the council which |

NOAA will provide networking in support of the climate and global change research

commumty and will participate in the interagency testbed.

NIST w1ll participate by establishing networking standards, with partlcular emphasis on
protocols and security standards. NIST will continue its traditional role of coordinating
developing technologies such as Broadband ISDN with service providers, computer
manufacturers, telecommunication manufacturers, system integrators and end users

through the standards process.

.
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Basic Research and Human Resources

Recommendation: Long term support for basic research in computer science should be
increased within available resources. Government, industry, and universities should
work together to improve the training and utilization of personnel to expand the base
of research and development in computational science and technology.- [HPC Strategy,
1987]

Goals

This component of the High Performance Computing Program addresses longer term
national needs for high performance computing. The rapid growth of computing
technology and computational science and engineering has created extraordinary
demands for more rapid innovation, significantly increased manpower, and accelerated-
transfer of technology. The basic research community plays a major role in addressing
these needs.

We must sustain a rapid pace of innovation in computer science and in computational
science by investing in long term basic research.

Proprietary control is difficult to retain in an industry that is characterized by periodic
major structural innovations, such as the shift now in progress from central timeshared
computing to distributed networked workstations. Because of this, industry has little
incentive to invest in long term approaches unless costs and risks are shared. For this
reason, most of the major breakthroughs in computing have been the result of basic
research activity. Examples include timesharing, local and national networks, VLSI
design technology, personal computing, parallel computing, artificial intelligence, and
many others. Each of these breakthroughs has had an enormous impact in the

‘marketplace.

Increased numbers of qualified people are needed both in computational science and
engineering, and in computer science and engineering. Universities are beginning to
create new academic ‘programs in areas of computational science and engineering that
develop skills in both computer technology and in specific areas of science and
engineering. The rapid evolution of this technology requires practitioners with a broad
range of generic skills.

There is a need to reduce risk to industry in adapting and applying new technology.
Technology is transferred rapidly from research into practice when the research
community is an active participant in the process and when there is consensus in the
research community on basic technical issues. The diversity of parallel computing
models and algorithmic approaches now emerging provides unusual opportunity for
application. The rapid pace of technology development in computing and computational
science demands active participation of basic researchers in accomplishing transfer of
the emerging technologies.
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Suppert for basic research must be supported in several respects. The High
Performance Computing Program addresses this need through direct basic research
support, improved infrastructure to increase research productivity, and facrhtatnon of
collaboration. The goals of this component of the Program are:

® Basic research. Ensure an ,adequate level of basic research activity to
produce the next generation of innovative results in computing technology.

e Human resources. Support basic research, education, and training in order
to meet the needs of research, personnel, and transition support in both
computing technology and in computational science and engineering.

e Support for collaboration. Promote collaborations involving the basic .
research community, industry, and government to allow attacks on larger
scale problems and accelerate dissemination of results.

o Infrastructure. Supprt the effectiveness of the research community by
providing facilities and research infrastructure, including experimental high
performance computers, networks, associated systems software, and
applications software components.

The Basic Research Enterprise. Basic research programs already underway and
supported by current Federal funding provide a base from which many computing
applications goals can be achieved, but this base is already under great pressure even
without the demands of important new thrustst. The pace of expansion of computing
technology and its applications greatly exceeds the rate of expansion of basic research,
with consequent strain on the basic research community?2. '

Effectively integrating new high performance computing technology into the uUS
technological and scientific mainstream will require sustained research effort across the
spectrum of computing technology. Some examples are microsystems component
technology and packaging, computer architecture, fundamental algorithms and
complexity, software engineering languages and tools, networking and distributed
computing, artificial intelligence, numerical algorithms, and applications-specific
algorithms.

Human Resources. Several studies in the past 10 years have documented the human
resources challenges to the continued development and exploitation of computer
technology3. A particular focus of these studies has been the severe undersupply of
computer scientists and computer engineers at advanced degree levels. Computational
scientists and engineers are in even shorter supply.

1. The National Challenge in Computer Science and Technology, Computer Science and Technology
Board of the National Research Council, National Academy Press, Washington, 1988.

2. Gries, D., et al. Imbalance Between Growth and Funding in Academic Computer Science: Two
Trends Colliding, Communications of the Association for Computing Machinery, 29(9), Sept 1986.
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Addressing the Grand Challenge applications requires large scale collaborative effort
involving diverse groups of scientists, engineers, and mathematicians. The manpower
shortage in computing technology and in computational science and engineering is
hindering progress in these areas.

Collaboration. Interactions among multiple research teams and potential technology
recipients contribute significantly to reducing the risks associated with transfer of major
technologies into production. Collaboration can be facilitated in the basic research
community by ensuring a high level of access to the network applications software
based on the National Research and Education Network and by involving basic
research groups in Grand Challenge applications.

The network support software will include capabilities for activities such as rapid-
distribution and sharing of research results, software distribution and configuration
management support mechanisms, high-capacity interaction support for remote
computers, access to instrumentation in remote experimental laboratories, rapid search
and retrieval in distributed library databases, and so on.

Infrastructure. Scarcity of funds in computing technology research has hindered
modernization of university computing research and education facilities. A rapid pace
of technological innovation requires aggressive investment to ensure that universities
remain at the forefront. Networked access to high performance computing with
advanced software support is important for training computational scientists and
engineers. The potential for using networks to disseminate results and conduct
collaborative research at all educational levels is just beginning to be realized.

Basic infrastructure for computer research has been a concern for some years. Several
agencies have programs that support the needs of the HPC Program. The Institutional
Infrastructure Program at NSF has helped to equip approximately 25 computer science
and computer engineering departments in the past eight years. DARPA for many years
has been instrumental in building a core research base at major universities. The
University Research Instrumentation program of the Department of Defense has
provided important equipment and research support. The DOE research program has - -
provided modern parallel computer facilities to several of its national laboratories and _
universities to promote basic research in high performance computing and to provide
training facilities for graduate students and young faculty in all the disciplines involved. .
in computational sciences. NASA maintains several research institutes and centers of
excellence to interface with universities.

3. Gries, op. cit.; Feldman, Jerome A. and William R. Sutherland. Rejuvenating Experimental
Computer Science. Comm. ACM 22, 9 (Sept. 1979), 497-502.; Kosaraju, S. Rao., et al.

Meeting the Basic-Research Needs of Computer Science, Study report of the NSF CCR Advisory
Committee, December, 1986; Profiles — Computer Science: Human Resources and Funding, National
Science Foundation report 88-324, February, 1989.
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Action Plan | o . .

Several specific approaches are taken to address the goals. These approaches will, in
most cases, be implemented as possible expansions of existing research funding
programs. ' '

Expand basic research. Increase basic research activity in computing ‘technology areas
that influence high performance computing, including algorithms, software languages
and tools, architectures, systems software, microsystems, networks, distributed
computing, and symbolic processing.

Attain a level of 1000 computer science Ph.D.s per year by 1995. Strengthen the
human resource infrastructure for basic research. Support university risk investment in
computational science and engineering degree programs. This should be done by
expanding the number of universities capable of providing high quality advanced
education in computer and computational science and engineering.

Promote at least 10 compu(ational science and engineering degree programs. Sponsor
interdisciplinary programs in universities to accelerate the maturing of computational
science and engineering subdisciplines.

Upgrade 10 university computer science departments toward the standards of current _
10 best. Include facilities for research in high performance computing. Also, upgrade
an additional 25 computer science departments to nationally competitive quality.

Provide National Research and Education Network access for every U.S. university
and major laboratory. Every university and major laboratory will be connected to the
National Research and Education Network through a mid-level network.

Improve facilities available to support basic research and advanced education. High
performance computing facilities currently available to researchers are in such demand
that there is only limited availability for educational usage in computational science
and engineering degree programs.- The effective introduction of computational science
and engineering techniques into industry requires students to receive exposure to
high-performance machines.

Improve ties between computing technology and other disciplines. Many
breakthroughs in computational science and engineering applications result from
interactions with computer scientists. Correspondingly, computer science, through
exposure to the needs of computational science and engineering, is producing
technology to address future needs. Funding will be directed to promote these
interactions. ‘

Provide access to professional engineering support. Professional engineering staff
should be available to basic research groups for assistance in construction and
maintenance of large scale prototype systems, including software and hardware. This

()
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can be accomplished through industrial collaborations or through placement of
professional staff in university laboratories.

Responsnbllmes

Federal agencies historically have supported activities whnch advance basic research by
developing and improving infrastructure for the nation’s knowledge and human
resource base in computing. The HPC Program will exploit existing mechanisms to
meet needs in these areas.

The DOE has established advanced computational science research facilities at several
national laboratories and universities. Although the DOE labs already maintain a strong
university cooperation program, more needs to be done to provide closer ties with the
academic computational science community below the top echelon. For example, an
expansion of the summer program for high school students using national facilities
would be beneficial in providing interested and trained students to the universities.

The national laboratories are ideal training centers for graduate students in the
sciences because of the wealth of experience in solving real world. problems. This
environment makes a valuable addition to the training of new scientists and should be
made available to many more senior graduate students, post-doctoral fellows and
young faculty than is currently possible.

The NSF's primary mission is broad support of basic research and human resources in
science and engineering. NSF recently reorganized to support a new research .
directorate, Computer and Information Science and Engineering (CISE), to focus
resources on computing as a strategic research area. CISE supports research grants
for academic institutional improvement as well as research. The research community
supported by CISE will be primary participants in this Program.

Several NSF Centers (Science and Technology Centers, Engineering Research Centers,
and Supercomputer Centers) focus on topics central to the HPC Program. These
Centers illustrate the type of university-industry and interagency programs which can
be employed directly as testbeds and sources of high performance computing
technology.

The five NSF National Supercomputer Centers, for example, have provided advanced
hardware and software to advance the utility of computational science across an entire
spectrum of researchers. More than 11,000 scientists at some 300 institutions have
used these facilities during the past few years. The research facilities and advanced
experimental systems developed under the Program can be made available broadly to
the entire U.S. research community through the National Research and Education
Network.

NASA supports leading-edge applications of high performance computing technology. It
also supports development of computational science programs in universities.
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NASA Institutes (ICASE, RIACS, ICOMP, CESDIS) and Centers of Excellence (CASIS;
ICLASS) provide settings at NASA Centers or at Universities where computer scientists
and computational scientists can work together using state of the art equipment on a
permanent or temporary basis (summers, sabbaticals, etc.) These programs would be
for undergraduates, graduate students, postdoctorals, university faculty, and researchers
from industry and government. :

NASA has supercomputer facilities at several of its field centers (Ames, Goddard,
Langley, Lewis, and Marshall). NASA has also established the Numerical
Aerodynamics Simulation (NAS) Facility, which is a national facility for aerospace
applications which operates not only state-of-the-art supercomputers, but advanced
parallel computers like the Connection Machine. NASA has also established a
significant Artificial Intelligence Laboratory in the Information Sciences Division at
ARC. These facilities are used for a wide range of mathematical, algorithm, systems
software, and computer architectural research. These facilities are available to NASA
centers, institutes, and grantees, and to the aerospace community. Under this program
NASA facilities will be expanded to include scalable testbeds to support
interdisciplinary research which combines mathematics, algorithms, systems software,
and computer architecture.

NOAA has supercomputer facilities, and has also created generic, broad spectrum
-workstation design facilities to support the- Program for Regional Observing and
Forecasting Systems (PROFS). Under this Component, NOAA will expand the
opportunities for collaborative research at its facilities for development of algorithms
and techniques for large scientific data bases, use of artificial intelligence in data
management, and development of climate prediction models.

DARPA provides high performance computing systems for research community use on
two scales: small-scale for experimentation, software and algorithm development by
computer and computational science research groups, and medium-scale for
shared-use facilities intended for access by dozens of groups via the National Research
and Education Network. DARPA funding also supports key university and industrial
labs for research and advanced development in computer and network architecture,
network protocols and management, microsystems design and prototyping, advanced
components and packaging, software tools and parallel algorithms.
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Leadership of the HPC Program is the responsibility of the Office of
Science and Technology Policy. It will be coordinated through the FCCSET
Committee on Computer Research and Applications, whose members
include representatives of the key agencies. The Committee will.work closely
with the President’s Science Advisor and the various government funding
agencies to ensure the continuing success of the Program. The components
of the program that implement the Program will be executed by the
cognizant agencies. Duties and responsibilities of the Committee include:

e Interagency planning and coordination;
e Policy development and technology assessment;
© Liaison with the industrial and university sectors; and

® Annual reporting of progress to the Office of Scientific and
Technology Policy.

A High Performance Computing Advisory Panel will be formed, consisting -
of eminent individuals from government, industry, and academia. Members -
of the Advisory Panel will be selected by and will report to the Director of
OSTP. The Panel will provide the Director and the Committee with an
independent assessment of:

® Progress of the Program .in accomplishing its objectives;

e Continued relevance of the Program goals over time;

e© Overall balance among the Program components; and

© Success in strengthening U.S. leadership in high performance
computing, and integration of these technologies into the mainstream
of U.S. science and industry.

A broadly representative industry body will assist in making long-range
demand and robustness projections for: high capacity research networks; the
spectrum of computer architectures; the adequacy of software development;
and the level of the manpower pool. This body will help assure a smooth
transition between successive generations of high performance computing
systems.
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The FCCSET Committee on Computer Research and Applications has
established subcommittees that will be responsible for planning, organizing,.
monitoring and coordinating the components of this Program. This includes
liaison with the industrial and academic sectors, and published annual
reports. '
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Budgets for the Program are presented in Table 1. Each budget element correspdnds to
a key activity in one of the four components of the HPC Program. The activities are
described for each component in Section 3 of this plan. The yearly additional funding
requested for this Program corresponds to the estimate given in the HPC Strategy, with
some adjustment to yearly funding levels as a result of more detailed planning and
inflation. Significant portions of the Program's funding will be allocated in each of the
three participating sectors: universities, industry, and government laboratories.

Currently, the four principal funding agencies are spending about $500 Million per
year on research and development for high performance computing. It is important that
this funding continue with coordination by the FCCSET Committee as discussed in this
plan, because the ability of the Program to achieve its goals depends upon
maintenance of the broad base of computational and computer science and engineering
research presently funded by the Federal government.

Preliminary planning estimates suggest that the first year of the program would require
an augmentation of $150 million, which would then grow to an incremental annual
level of $600 million by the fifth year.

Special attention has been devoted to the subcomponents “Early Systems for
Evaluation” and “High Performance Computing Research Centers”. There is an explicit
strategy for investment in emerging high performance computing systems (including
associated software) in these activities, to ensure that adequate funding is available. It
is intended that the Early Systems for Evaluation budget sustain acquisition of the
smallest sctale systems which will allow characterization of their potential performance.
For systems which prove to have good performance potential, the High Performance
Computing Research Centers budget will support scaling these systems up, to
demonstrate that potential in the Grand Challenges or other advanced applications.
This will reduce risk to both producers of the systems and researchers using them, to
provide the necessary incentive for early deployment in the most advanced
applications.

The Basic Research and Human Resources component also requires special discussion,
because it is funded in two ways. First, ten percent of the Program funding is set aside
for this component. Second, it is intended that an additional fifteen percent of the total
Program funding in the other three components will consist of basic research, carried
out largely in Universities, which will also support the Program goals in Basic Research
and Human Resources. Integrating this research with the rest of the Program allows a
smooth flow of research from basic ideas through to applications.
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Summary of Additional Funds |

(Millions of Dollars)

Reference Page Component : Year 1 Year 2 Year 3 Year 4 Yg ar 5

17 High Performance Computing Systems | 55 91 141 179 216
19 Research for Future Generations , 11 17 24 32 37
19 System Design Tools 10 18 21 25 25
19 Advanced Prototype Development 22 36 65 . 86 116
20 Evaluation of Early Systems 12 20 31 36 38
23 Advanced Software Technology and Algorithms 51 90 137 172 212
24 Support for Grand Challenges 9 19 34 43 48
25 Software Components and Tools 15 30 41 60 78
26 Computational Techniques 6 10 18- 19 31
26 High Performance Computing Research Centers 21 31 44 50 55
31 _ National Research and Education Network 30 50 93 I{IK] 110
33 Interagency Interim NREN 14 23 5§ 50 - 50
34 Gigabits Research and Development 16 27 40 55 60
34 Deployment of Gigabits NREN (Funding begins after Year 5)

34 Structured Transition to Commercial Service ' (Funding begins after Year 5)

37 Basic Research and Human Resources | 15 25 38 46 59

NOTE: 15% of the other three Components is
also commited to this general area

TOTAL High Performance Computing Program 151 256 411 502 597

Table 1 - Budget Summary by Program Component
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APPENDIX A: SUMMARY OF GRAND CHALLENGES
FOR WHICH SOLUTION IS LIKELY TO BE POSSIBLE USING
SYSTEMS DEVELOPED UNDER THIS INITIATIVE

PREDICTION OF WEATHER, CLIMATE, AND
GLOBAL CHANGE. The aim is to understand
the coupled atmosphere, ocean, biosphere
system in enough detail to be able to make
long range predictions about its behavior.
Applications include understanding CO2
dynamics in the atmosphere, ozone depletion,
climatological perturbations due to man made
releases of chemicals or energy into one of the
component systems, and detailed predictions
of conditions in support of military missions..
Agencies: DOE, DOD, NASA, NSF, NOAA

CHALLENGES IN MATERIALS SCIENCES. High
performance computing has provided
invaluable assistance in improving our
understanding of the atomic nature of
materials. These have an enormous impact on
our national economy. A selected list of such
materials includes: semiconductors, such as
silicon and gallium arsenide and
superconductors such as the high Tc copper
oxide ceramics that have been shown recently
to conduct electricity at about 100 degrees
Kelvin.

Agencies: DOD, DOE, NSF, NASA

SEMICONDUCTOR DESIGN. As intrinsically
faster materials, such as gallium arsenide are
used, a fundamental understanding is required
of how they operate and how to change their
characteristics. Essential understanding of
overlay formation, trapped structural defects,
and the effect of lattice mismatch on
properties are needed. Currently, it is-possible
to simulate electronic properties for simple
regular systems, however, materials with
defects and mixed atomic constituents are
beyond present capabilities.

Agencies: DOD, DOE, NSF

SUPERCONDUCTIVITY. The discovery of high
temperature superconductivity in 1986 has
provided the potential of spectacular
energy-efficient power transmission
technologies, ultra sensitive instrumentation,
and devices using phenomena unique to
superconductivity. The materials supporting
high temperature superconductivity are difficult
to form, stabilize, and use, and the basic
properties of the superconductor must be
elucidated through a vigorous fundamental
research program.

Agencies: DOE, NSF, DOD
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STRUCTURAL BIOLOGY. The function of
biclogically important molecules can be
simulated by computationally intensive Monte

" Carlo methods in combination with NMR of

crystallographic data. Molecular dynamics
methods are required for the time dependent
behavior of such macromolecuies. The
determination, visualization, and analysis of
these 3D structures is essential to the
understanding of the mechanisms of enzymic
catalysis, recognition of nucleic acids by
proteins, antibody/antigen binding, and many
other dynamic events central to cell biology.
Agencies: DOE, HHS, NSF :

DESIGN OF DRUGS. Predictions of the folded
conformation of proteins and of RNA
molecules, by computer simulation is rapidly
becoming accepted as a useful, and
sometimes primary too! in understanding the
properties required in drug design.

Agencies: DOE, HHS, NSF

HUMAN GENOME. Comparison of normal and
pathological molecular sequences is our
current most revealing computational method
for understanding genomes, and the molecular
basis for disease. To benefit from the entire
sequence of a single human will require
capabilities for more than three billion
subgenomic units, as contrasted with the ten to
two hundred thousand units of typical viruses.
Agencies: DOE, HHS, NSF

QUANTUM CHROMODYNAMICS. In high
energy theoretical physics, computer
simulations of QCD are yielding first principle
calculations of the properties of strongly
interacting elementary particles. New
phenomena have been predicted including; the
existence of a new phase of matter, and the
quark-gluon plasma. Properties under the
conditions of the first microsecond of the big
bang, and in the cores of the largest stars have
been calculated by simulation methods.
Beyond the range of present experimental
capabilities, computer simutlations of grand
unified "theories of everything™ have been
devised using QCD (Lattice Gauge Theory).
Agencies: DOE, NSF

ASTRONOMY. Data volumes generated by
Very Large Array (VLA) or Very Long Baseline
Array (VLBA) redio telescopes currently
overwhelms the available computational
resources. Greater computational power will
significantly enhance their usefulness in



SUMMARY OF GRAND CHALLENGES

exploring important problems in radio
astronomy, resulting in better return on a major
national investment.

Agencies: NASA, NSF

CHALLENGES IN TRANSPORTATION. In the
nearer term, substantial contributions to
vehicle performance can be made using more
approximate physical modeling and reducing
the amount of interdisciplinary coupling.
Examples include, modeling of fluid dynamical
behavior for three dimensional flow-fields
about complete aircraft geometries, flow inside
of engine turbomachinery, duct flow, and flow
about ship hulls.

Agencies: NASA,DOD,DOE,NSF,DOT

VEHICLE SIGNATURE. Reduction of vehicle
signature (acoustic and electromagnetic, and
thermal characteristics) is critical for low
detection military vehicles.

Agencies: NASA, DOD

TURBULENCE. Turbulence in fluid flows
impacts the stability and control, thermal
characteristics, and_ fuel performance of
virtually all aerospace vehicies. Understanding
the fundamental physics of turbulence is
requisite to reliably modeling flow turbulence
for the analysis of realistic vehicle
configuration.

Agencies: NASA, DOD, DOE, NSF, NOAA

VEHICLE DYNAMICS. Analysis of the
aeroelastic behavior of vehicles, as well as the
stability and ride analysis of vehicles are critical
assessments of land and air vehicle
performance and life-cycle.

Agencies: NASA, DOD, DOT

NUCLEAR FUSION. Devsiopment of controlled
nuclear fusion requires understanding the
behavior of fully ionized gasses at very high
temperatures under the influence of strong
magnetic fields in complex three dimensional
geometries.

Agencies: DOE, NASA, DOD

EFFICIENCY OF COMBUSTION SYSTEMS. To
attain significant improvements in combustion
efficiencies requires  understanding the
interplay between the flows of the various
substances involved and the quantum
chemistry which causes those substances to
react. In some complicated cases the quantum
chemistry required to understand the reactions
is beyond the reach of current
supercomputers.

Agencies: DOE NASA, DOD

ENHANCED OIL AND GAS RECOVERY. This
challenge has two parts: to locate as much of
the estimated 300 billion barrels of oil reserves
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in the US and then to devise economic ways of
extracting as much of this as possible. Thus

" improved seismic analysis techniques as well

as improved understanding of fluid flow through
geological structures is required.
Agencies: DOE

COMPUTATIONAL OCEAN SCIENCES. The
objective is to develop a giobal ocean
prediction model incorporating temperature,
chemical composition, circuiation, and
coupling to the atmosphere and other
oceanographic features. This will couple to
models of the atmosphere in the effort on
global weather as well as having specific
implications for physical oceanography.
Agencies: DOD, NASA, NSF, NOAA

SPEECH. Speech research is- aimed at
providing a communications interface with
computers based on spoken language.
Automatic speech understanding by computer
is a large modeling and search problem in
which billions of computations are required to
evaluate the many possibilities of what a
person might have said within a particular
context. '
Agencies: NASA, DOD, NSF

VISION. The challenge is to develop
human-leve! visual capabilities for computers
and robots. Machine vision requires image
signal processing, texture and color modeling,
geometric processing and reasoning, as well
as object modeling. A competent vision system
will likely involve the integration of ail of these
processes with close coupling

Agencies: NSF, DARPA, NASA

UNDERSEA SURVEILLANCE FOR ASW. The
Navy faces a severe problem in maintaining a
viable anti-submarine warfare (ASW) capability
in the face of quantum improvements in Soviet
submarine technology, which are projected to
be SO substantial that

restore sufficient capability to counter their
advantages. An attractive solution to this

problem involves revolutionary improvements .

in long-range undersea surveillance which are

possible using very high gain acoustic arrays- -

and active acoustic sources for ASW
surveillance. These methods will be
computationally  intensive; even  taking
advantage of inherent parallelism and judicious
design of algorithms, computational demands
for the projected post-2000 era submarine
threat mandate achieving signal processing
computation rates of in excess of a trillion
operations per second.

Agencies: DOD

evolutionary_,
improvements in detection systems will not

()
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APPENDIX B: GLOSSARY

bits— binary digits (the smallest units of digitél ‘information): also an abbreviation
for “bits per second”

broadband ISDN (BISDN)- broadband integrated services data network; an
evolving standard commercial communications offering which will provnde data
rates of hundreds of megabits per second

byte- one character of computer storage

common carrier- a regulated commercial company which offers communication
services in an open market

flops— abbreviation for floating-point operations per second, a unit which
characterizes the performance of a computer for certain scientific and -
engineering calculations

giga- prefix meaning billion, e.g. “gigaops” means "billion operations per
second” and “gigabits” ‘'means "billion bits per second”

links- long-distance communications circuits, also known as “trunks”

mega- prefix meaning million, e.g. “megaops” means “millions operations per
second” and "megabytes” means "million characters of storage”

mid-level network- a computer network with scope which falls between a
nationwide network and a local network, such as one of the state or regional
networks

ops- abbreviation for “operations per second”, a general measurement of
computer performance

policy-based routing— a computer network function which treats data packets in
different ways depending on some policy, for example certain packets may be
given high priority, certain others may be rejected as not authorized to use
some portion of the network - :

telescience- science practiced at a distance, using telecommunications
tera- prefix meaning trillion, e.g. “teraops” means “trillion operations per second”

testbed- an configuration intended to allow experimentation with systems in an
application environment

trunks- long-distance communications circuits, also known as “links"

value-added services- services provided in addition to basic communication
links (and at extra cost); for example, computer networking using
communications provided by a common carrier

- 51 -
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I-INTRODUCTION

I - Introduction

This report presents the results of a study performed by Gartner Group, Inc. for the US. Department of Energy
(DOE), through a contract with the Los Alamos National Laboratory (LANL). The purpose of the study is to
estimate the economic impact of the Federal High Performance Computing and Communications (HPCC)
Program which was proposed by the Office of Science and Technology Policy (OSTP), Executive Office of the
President, on September 8, 1989. That Program is an implementation of the Research and Development Strategy
for High Performance Computing, which was transmitted to Congress by OSTI® on November 20, 1988,

This introductory chapter describes the objectives of the study and presents the arrangement of subsequent
chapters.

Gartner Group, Inc.
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I - Introduction

OBJECTIVE
The objective of this Gartner Group study is to provide an assessment of the likely economic impact and benefits

of the Federal HPCC Program and the risks of non-support of this program. The goals of the HPCC Program are
to:

*  Support computational advances through R&D effort;

*  Reduce uncertainties to industry through increased cooperation and
continued use of government as a market for High Performance
Computing (HPC) prototypes;

*  Support underlying research, network, and computational
infrastructures; and

*  Support the U.S. human resource base.

-Gartner Group, Inc. o | 3
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OBJECTIVE

I-Iutroduction

The HPC'C'Program will consist of four complementary, coordinated components in cach of the key areas of High
Performance Computing and Communications:

°  High Performance Compuiing Systems;

* 'Advanced Software Techn'ology and Algoxilhmﬁ;
¢ National Research and Education Network; and
*  Basic Research and Human Resources.

This program will augment the existing Federal base funding for computer and information science and techno-
logy research and development, which now amounts to about $500 million per ycar, by $1.9 billion over a five-
year period. In the first year of the program, about $150 million in additional funding will be provided, and this -
amount will increase each year, culminating with almost $600 million additional in the final year. About 35
percent of the total funding will be allocated to the High Performance Computing Systems component, slightly
less to Advanced Software Technology and Algorithms, about 20 percent to the National Research and Education
Network (NREN), and the remaining 10 percent to Basic Résearch and Human Resources.

For further details of the HPCC Program, see Appendix A.

Gartner Group, Inc.
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APPROACH _
This study was carried out in two phases:

©  Phase I focused on the development of two alternative scenarios: one assuming that the
HPCC Program is not supported, the other assuming that it is.

©  Phase Il focused on assessment of the near-term economic.impact of the HPCC Program by-
comparing the effects of the two alternative scenarios upon users of High Performance
Computing (I11I'C): in particular, the ability of various industries to realize product and
market objectives which can only be attained through HPC.

The methodology employed in each of these phases is described in Appendix B.

Gartner Group, Inc. o 5.
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I - Introduction

ARRANGEMENT OF THE REPORT o
This report consists of six chapters, plus ten appendices, as follows:

I Introduction - (this chapter)

Il Executive Overview - explains the present situation in.High Performance Computing,

presents the highlights of the two alternative scenarios to the year 2000, and summarizes the
major differences between the two scenarios.

HI  Background - presents an introduction to High Performance Computing and describes HPC
applications opportunities and obstacles.

IV The HPC Arena - reviews the developments in the supercomputer market over the p‘ast ten
years and presents two scenarios for the coming decade:

®  Scenario "A" assumes that business goes on as usual: the Federal HPCC
’rogram is not supported.

®  Scenario "B" assumes full support of the Federal HPCC program.

V. HPC Applications - describes the projected impact of the Federal HPCC Program on
American industrial compelitiveness and technological leadership. '

VI Conclusions and Recommendations - summarizes the findings of this study and presents
recommendations for some additional steps to strengthen HPC in the United States.

Appendices A-J - present additional information in support of Chapters I-VI.

Gartner Group, Inc. B 7
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Il - Executive Summary

This chapter summarizes the highlights of the report, and is arranged in five seclions:

Overview

Background {Chapter 1ii)

The HPC Arena (Chaptler 1V)
HPC Applications (Chapter V)

Conclusions and Recommendations (Chapter V1)

Gartner Group, Inc.
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. II - Executive Summary

TR e

OVERVIEW

The thrust of this report is that the United States should fund the Federal High Performance Computing and

Communications (HPPCC) 'rogram as proposed by the Office of Science and Technology Policy (OSTP). Three
basic lines of argument arc used to support this position:

1. The US. leadership in High Performance Computing (HPC) is threatened by Japanese
companies with deep resources and long-term outlooks. The HPCC Program is needed to

maintain and enhance U.S. leadership in the supercomputer industry and in other related
industrics.

2. There are major opportunities for computational science applications that will significantly
enhance U.S. industrial competitiveness, productivity, energy situation, quality of life, basic
science, and national security. The HPCC Program will accelerate the realization of those
opportunitics.

3. Leadership in computer science and technology (especially supercomputers and related pro-
ducts) and leadership in computational science applications go hand-in-hand. It is impos-
sible for'a country to be a leader in the one field without also being a leader in the other.

Gartner Group, Inc. ' 11-
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SUMMARY: BACKGROUND (Chapter I11)

I - Executive Summary

BACKGROUND

Chapter Il introduces the basic concepts and players in HPC. The principal points are as follows:

‘HPC Represents The "Leading Edge" In Information Technology - It is the part of the information
industry where change is occurring most rapidly. Through the "Trickle-Down Effect,” HPC affects
the rest of the information industry, which in turn affects all (or nearly all) other industries. This is
why the Federal HPCC Program is so important: perhaps nowhere else could the expenditure of a
relatively small amouni of government funds have so great an effect.

Japanese Supercomputer Companies Are Stronger Than U.S. Companies - Cray Research, the
principal U.S. supercomputer vendor, has annual revenues of less than $1 billion, and the other U.S.
vendors are under $200 million. By contrast, the three largest Japanese computer com panies, Fuijitsu,
Hitachi and NEC, have annual revenues ranging from $17 billion to $45 billion, and they have
demonstrated a willingness to subsidize supercomputing R&D. Furthermore, they provide one
another the strong domestic rivalry that helps build global competitiveness. 1M, 1D1:C and the other

large U.S. computer companies have not been major contenders in the supercomputer business,
. although IBM is now showing signs of becoming one.

HPC Applications Are Critical - Not only is HPC at the frontiers of computing, but computational

science, as delivered through HPC applications, is at the frontiers of science, en gincering, and related
endeavors. To fall behind in one arena is to invite falling behind in the other as well.

Gartner Group, Inc. 17
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II - Executive Summary

R

The "bottom line" of Chapter 11l is this:

- 1
US. government sup

1
- especially in light of increasing Asian and European R&D activities; and

echnologies in their infancy,

SEev aa sa=aol

* US. government assistance in technology diffusion is also imperative, given the
close working, relationships between government and industry in Japan and (to a
lesser extent) in Europe. '

The barriers which must be overcome are:
*  Erroneous perceptions that HPC is inordinately expensive and difficult to use; and

* Lack of understanding, especially by management, of the potential benefits of
using HP'C {i.c., computational science).

Overcoming these barriers is what the Federal HPCC Program is all about.

Gartner Group, Inc. ' . | 13,
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THE HPC ARENA

Chapter IV begins by tracing the development of HPC from 1980 to 1990. The main messages are as follows: |

HPC Growth Ralcs Ilave Been Substantial, But The HPC Market Is Still Relatively Small - The
supercomputer industry has shown a compound annual growth rate of just under 30 percent in the
last decade, about double that of the computer industry as a whole. While worldwide revenues have
grown from $89 million in 1980 to over $1.1 billion in 1990, this still represents less than one percent

of overall computer industry revenues. Consequently, supercomputer development is not served
well by free market forces. '

U.S. Leadership In 11I°C Is Declining - Japanese vendors have mounted a strong challenge to the
U.S. in the race to build the fastest Supercomputers . Cray Research, the leading supercomputer com-
pany, has seen its markel share slip from 90 percent of the world's supercomputer systems in. 1980 to
slightly more than half in 1990, while Japan's market share has grown from zero in 1980 to 28 percent

in 1990. The geographic distribution of installed supercomputer systems has changed as shown
below. '

Exhibﬁﬂ!ﬂII_-_,Z:_Dﬁsmbu&iQn of Installed Supercomputers, 1980-199¢

1980 1990
United States 81% 50%
Furope 1% 19%
Japan 8% 28%

Gartner Group, Inc. ' o 15 -
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SUMMARY: THE HPC ARENA (Chapter 1V)

Il - Executive Summary

Next, Chapter 1V presents two alternative scenarios extending from the present lo the year 2000:

°  Scenario A assumes "business as usual;"

“Scenario B assumes full funding and support of the Federal HI’CC Program.

The scenarios were developed from a variety of sources which, taken together, form a “Jury of expert opinion:"
e Existing Gartner Group Scenarios;

*  The Gartner Group Information Industry Model;
*  Historical background;

@ Assumptions (i.e., wise allocation of funds under the Federal HICC Program);

e  Experience; and

L] Peer Review.

The major common thread in Scenarios A and B is the gradual dominance of parallcl supercomputers over vector
supercomputers. In the latter 1990's, shipments of vector supercomputers will taper off, while parallel super-
computer shipments will accelerate. The major differences between Scenarios A and Il are in the rate of improve-
ment and penetration of parallel supercomputers and in the position of the U.S,, relative to Europe and Japan, in

the use of supercomputers. Exhibit 1I-3, following, presents these differences in terins of supercomputer techno-
logies and markets in the year 2000. .

Gartner Group, Inc. 16
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II - Executive Summary

Exhibit 11-3: Comparison Of Scenarios A and B, Year 2000

SCENARIO A (BUSINESS AS USUAL)

SCENARIO B (FUNDING OF HPQC)

U.S. Vector Japanese Vector Parallel U.S. Vector Japanese Vector Parallel
Supercomputers  Supercomputers Supercomputers Supercomputers Supercomputers Supercomputers
. 3.7 million 13.5 million 158.4 million . 4.6 million 13.5 million 422.0 million
ins}alled Power megaflops megaflops megaflops megaflops megaflops megaflops
2%) (8%) (90%) (1%) 3%) (96%)
(Total: 175.6 million megaflops) (Total: 440.1 million megaflops)
Average System Price $25 million $16 million $35 million $22 mitlion $16 million $38 million
Average System Power | 12 gigaflops 38 gigaflops 630 gigaflops 12 gigaflops 38 gigaflops 1,300 gigaflops
640 669 552 754 669 750
Installed Systems (347%) - (36%) (30%) (35%) 31%) _ 04%)
(Total: 1,861 systems) (Total: 2,173 systems)
1 i i i
17.
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11 - Executive Summary

From a usage standpoint, the differences between the two scenarios are shown below:

xhibit 11-4; Installe ercom The Year 2000
SCENARIOA  SCENARIO b
United States 683 995
Europe 345 345
Japan . 768 768
Other 65 65
. TOTAL 1,861 2,173

This difference implies into a 28 percent increase in supercomputer revenues over the ne Al decade for Scenario B
as opposed to Scenario A. In “current” dollars, this increase amounts to:

$10.4 billion.

s R TR Tl 1
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I - Executive Summary

HPC APPLICATIONS

As described.in Chapter V, the F'ederal HPCC Program will improve productivity in research and development
(R&D) by enabling companices to: ' . -

*  Undertake development which would be impossible otherwise;
*  Bring new products and services to market more quickly; and
*  Develop better products and services.

~ These capabilities are essential 1o maintaining or increasing industrial competitiveness.

This improved produclivily in R&D equates to increased overall industrial productivity, at least in proportion to
R&D expenditures. In the five key industrial sectors selected for analysis in this study, the HPCC Program is
expected to increase productivily as shown in Exhibit II-5. Similar productivity improvements should also occur in
other industrial sectors, depending upon their level of HPC usage.

Exhibit I1-5;: Annual Productivity Improvements, 1991-2000

Aerospace 0.50% to 1.98%
Chemicals 0.83% to 3.31%
Clectronics 0.96% to 2.11%
Petroleum 0.88% to 4.79%
Pharmaceuticals , 0.22% t0 0.47 %

Gartner Group, Inc. | o ' | 19 -
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SUMMARY: HPC APPLICATIONS (Chapter V)

H - Executive Summary

. Econometric modeling runs using the University of Maryland's Long-term Interindustry Forecasting Tool (LIFT)
predict that, when extended to the economy as a whole, these productivity gains will have a salutary effect upon a
number of economic indicators, as shown in the following exhibit.

Exhibit 11-6; Economic Impact of the Federal HPCC Program

($ Billions, 1982 constant dollars)

Year 2000 only 1991-2066 Cumulative
Gross National Product up $28.9 to $83.9 up $172.5 to $502.6
Perspnal Consumption | up $16.2to $44.4 up $101.8 to $280.6
Gross Private Domestic lnvestme.nt up $8.5 to $25.7 up $57.5 to $199.2
Gross Exports | up$3.410$125 | up $8.4 to $30.6
Net Exports (less Imports) ~ up$4.2to $13.8 up $3.2 to $22.8
Federal Deficit dowﬁ $13.0 to $30.8 down $74.7 to $190.3

Gartner Group, Inc. 20
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In addition to these economic consequences, the Federal HPCC Program will benefit science and technology by
improving the level and sophistication of HPC usage in a broad range of important applications. The extent of
improvement can be determined by comparing the levels of apphcallon sophistication for Scenarios A and'B in the
following exhibit. The diffcrence between the two scenarios is attributable to the HPCC Program.

Gartner Group, Inc. C ‘ ' 21
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11 - Executive Summary

Exhibit 11-7; Le

ophistication

Materials Science
Semiconductor Design
Vehicle Dynamics
Transportation
Turbulence

‘ Sdperconddctivity
Efficiency of Combustion
Oil and Gas Recovery

| Nuclear Fusion

Design of Pharmaceuticals
Structural Biology

Human Genome

A

7

Legend: [C] Scenario A INFANCY
Scenario B A B C .

A - Limited use by leading
laboratories

B - Beginning of viaﬁlc '
applications

C - Rapid deployment by
leading companies and
institutions

D - Use by most companies
and institutions

€ - Essentially universal
usage

.. continued on next page

Gartner Group, Inc.
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Legend: [J Scenario A
Scenario B

Prediction éf Weather and
Global Climate Change

Computational Ocean Sciences

Astronomy

~ Quantum Chromodynamics .

Speech

Vision

Vehicle Signature
Undersea Surveillance
Engincering,
Computational Chemistry
Film Animation

Bond Bidding

Exhibit II-7 (cont'd)

C

_

_

%
///

D
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SUMMARY: CONCLUSIONS AND RECOMMENDATIONS (Chapter IV)

T AT

I - Executive Suminary

CONCLUSIONS AND RECOMMENDATIONS

In our judgement, the direct effects of the Federal HPCC Program will be threefold:

First, it will affect at least some of the directions of chanee in HI’C;

Second, it will affect the rate of change in HPC.

Third {and piobably most important), it will affect the rate of application of
HPC throughout American industry, academia, and government.

As shown in Chapters 1V and V, the economic value of these effects, over just the next ten years, will be much,
much greater than the amount of Federal funding projected for the Program.

Therefore, we recommend that the Program be inaugurated, with full funding, as soon as possible.

Gariner Group, Inc,
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As a by-product of our study, we have also identified three areas in which the Federal HPCC Program could --
and, we believe, should -- be strengthened:

* Technology Transfer;
*  Alternative Education Programs; and

*  Monitoring and Evaluation,

These are explained in Chapter VI

Gartner Group, Inc. 25



¢/

IR

[This page has been left blank intentionally.]

. .~ Gartner Group, Inc.

e



@

CHAPTER IIT - BACKGROUND

Gartner Group, Inc.

27



Il - BACKGROUND

111 - Background

This éhapler provides an overview of High Performance Computing (HPC). It consists of six sections, as follows:
High Performance Computing - defines what HPC is, at least for the purposes of this
report.

HPC Technologies - explains the basic technologies involved in HPC and why HI'C plays a -
unique role in the information industry.

HPC Vendors - describes in general terms the “supply side” of HPC.

HPC Usage - summarizes past growth in supercomputer applications and reviews the major
application opportunities in HPC.

Computational Science - briefly explains what computational science is and its relationship
to HPC and HPC applications.

Obstacles - reviews the generic obstacles standing in the way of realizing H1I’C application
opportunities. ‘

Gartner Group, Inc. na
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I - Background

HIGH PERFORMANCE COMPUTING

High Performance Compuling, (111C) may be defined simply as use of the fastest, largest, and/or most advanced
computers currently built. Traditionally, this has meant "supercomputers," a very special genre of computers that
will continue to be the quintessence of HPC, but it has also come to include other classes of computers that em-
body at least some elements of the HPC "spirit": namely, "minisupercomputers,” mainframes with special auxiliary
processors, high performance workstations, computer systems with novel architectures, etc. It has also come to
include the software and networks which make the high performance hardware accessible to users.

What these elements have in common is that they are extraordinary. They are at the cutting edge, rather than at
the'average level, of information technology in one or more aspects. Hence, HPC is important to the information
industry in general becausc it is the frontier of advanced information technology. That alone makes HPC essential
to any industrial (or post-industrial) nation, because of the importance of the information industry internationally.
But HPC is even more important because of the extraordinary things it enables and facilitates in other industries
and in other areas of science and technology. It permits the rapid development of new and improved products and

services which would be impraclical or impossible otherwise, and it opens the way to a whole new paradigm for
scientific investigation.

_____

Gartner Group, Inc. 29-.
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HPC TECHNOLOGIES

The kinds of technologies which drive HPC are the same ones which drive information systems of all types:
' °  Components,
*  Architectures, and

e  Software.

Components are the building blocks of information systems: the semiconductor circuits used in processors and
memory (see Appendix D for a brief discussion of HPC Terminology) and the other elements used in peripheral
devices, workstations, networks, elc. Architectures determine the structure of information systems: which com-
ponents are utilized, and how. They define what functions will be provided, which of these will be implemented
in hardware, and which in software. Software specifies what an information system actually does in a given

situation. It determines the "user interface™: how the information system "looks and fecls” to the user. It is the link
between the system hardware and the application. '

.Gartner Group, Inc.
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III - Background

What distinguishes the components used in HPC systems from those used in other information systems is their
capacity. In semiconductor circuits, for example, this can be measured in switching speed, gates (that is, circuit ele-
ments) per chip, heat dissipation per gate, etc. Circuit switching speed obviously affects how fast a computer can
perform a given operation, so HI'C system designers are constantly looking for faster circuitry from which to build
new systems. The number of circuit elements per chip also affects system capacity, because it determines the com-
plexity of functions that can be completed in a single machine cycle. Circuit density becomes a capacity limiter as
supercomputer cycle times get faster and faster, because electronic signals can travel no faster than the speed of
light. (Light travels about 11.8 inches in one nanosecond -- a nanosecond is one-billionth of a second -- and super-
computers with cycle times in the 2-3 nanosecond range are now becoming available.) However, denser circuits

can cause heat dissipation problems, unless ways are found to attain rapid switching speeds at low power. (See
Appendix D for a further discussion of components.) :

HPC systems differ in architecture from "typical” information systems because of their emphasis upon perfor-
mance: that is, solving a particular problem (or class of problems) as quickly as possible. Because of this, HPC
systems may employ unusual architectural features which make them somewhat less "general-purpose” than most
information systems. (There is a fundamental trade-off between being able to solve a wide class.of problems
reasonably well and being able to solve a particular problem very well.) Examples of this are "vector processing”
and "large-scale parallelism.” (Again, see Appendix D.) On the other hand, HPC researchers can sometimes attain
greater performance in a particular situation by adopting and adapting architectural approaches that have been
successful in other applications, so there is also an impetus to make HPC systems ever more "general-purpose.”

Gartner Group, Inc.
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Software can be evaluated in terms of system utility: that is, how easy (or difficull) is it for a user to get the system
to solve a particular problem. The concept of utility is a difficult one, however, becausce it depends not only upon
the problem (as does performance) but also upon the user, who is (or should be).capablc of changing and learning.
Although HPC systems have a reputation for being difficult to use - perhaps deservedly so, because early super-
computers tended to sacrifice utility for performance -- that has changed considerably in recent years. Nowadays,
HPC systems are at the leading edge in visualization -- showing the computational results as a still or moving

picture, rather than page upon page of numbers -- which promises to greatly enhance the utility of all kinds of
information systems in the coming years.

In all of these aspects —- components, architecture, and software -- HPC systems are somewhat like racing cars.
They are rather specialized in purpose and form in order to attain levels of functioning which otherwise would not
be possible. And like racing cars, it is difficult to say precisely what characteristic(s) distinguish HPC systems from
the run-of-the-mill variety, but when a user moves from the latter to an HPC system, or a racing car, the difference’
is apparent. As with automobiles, high performance in computers is multi-dimensional: it can manifest itself as

processor performance, memory capacity, input-output capability, or whatever, just as cars can be judged on the
basis of acceleration, top speed, handling, braking, etc.

Gartner Group, Inc. 32



0 | HPCTECHN@OGIES ~ | e

HI - Background

' - » " ‘[

There is another important aspect in which HPC systems are like racing cars: what constitutes high performance in
computers changes over time, what was "very high" performance just a few years (or even months) ago may be
only mediocre today. The reason for this is that-both HPC systems and racing cars serve as test environments for
new concepts and technologies which, if proven successful, are employed in later generation "mainstream” situ-
ations. (Indeed, this is often a major reason why automobile manufacturers have auto racing programs, and some
experts would claim it is a primary reason why Japanese companies have entered the supercomputing business.)
Thus, computing concepts such as pipelining, multiprocessing, cache memory, and extended (semiconductor)
storage, all of which were used only in supercomputer and "near-supercomputer” systems a mere decade ago, are
now appearing in widely-used, commercially-oriented systems -- just as overhead camshaft engines, fuel injection,
disk brakes, and independent suspension have moved from racing cars into family sedans. '

Other instances of "trickle-down” from supercomputers are to be found in the mainframe systems recently
announced by Fuijitsu, Hitachi, and NEC. The central processors used in the Fujitsu M-1800 series, the Hitachi
M-880 series, and the NEC ACOS System 3800 series are based upon the scalar portions of the Fujitsu VP-2000, the
Hitachi 5-820, and the NEC $X-3 supercomputers, respectively. And just as these supercomputers are threatening
to overtake those made by industry-leader Cray Research as the "world's most powerful,” their mainframe deri-
vatives are challenging those made by 1BM in terms of basic hardware performance (raw MIPS).

Gartner Group, Inc. 33
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IBM, however, is expected to employ some "trickle-down" of its own within the next two years to maintain its
position of overall leadership in the industry. For instance, it will introduce special hardware processors to boost
the performance of its DB2 relational database subsystems, and it-will make increasing use of parallelism to pro-
vide significant processing performance improvements in a wide range of applications. These approaches will be
based upon architectural concepts used in the Vector Facility (which IBM introduced in late 1985 to enable its 3090
mainframe line to compete in supercomputer markets), the R5/6000 family of i iI’C workstations and depart-
mental systems, and IBM's prototype HPC systems developed in its research laboratories.

This "trickle-down" phenomenon is one reason why High Performance Computing is so important, not just for a
narrow, specialized group of users, but for the entire industry. The drive to achieve ever higher performance leads
computer (and automotive) desngners to take advanced concepis and techniques from the research laboratories
and attempt to exploxt them in an "almost real world" environment: HPC (or auto racing). The new approaches
which survive in those crucibles are subsequently passed along to the "completely real world” in the ensuing

years. (A conceptual framework which explains the role of HPC in advancnmJ the general state-of-the-art in
computing is presented in Appendix E.)

,,,,,

Gartner Group, Inc.
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HPC VENDORS

Unlike automobile companics, most of the HPC systems makers in the U.S. are not "full-line manufacturers.”
Instead, they are "niche” players, making only supercomputers, minisupercomputers, or high performance
workstations. IBM and DEC are the most notable exceptions, but DEC is not yet a serious player in the super-
computer market and IBM has moved into contention only recently. As a result, most American HPC vendors
have a relatively small market base over which to amortize their considerable R&D expenses. (The cost of
developing a new supercompuler system is currently about $100 million.)

The situation is quite different in Japan, however, as shown in Exhibit 11I-1. All of their supercomputer makers --
Fujitsu, Hitachi, and NEC -- make a full range of computer systems, extending from portable personal romputers
to general-purpose mainframes. I lence, the Japanese can (and do) regard supercomputers as "loss leaders": that is,
product lines which are never intended to be profitable in and of themselves, but which contribute (through
“trickle-down" and prestige) to the overall success of their maker companies. This, coupled with the other advan-

tages that Japanese companices enjoy -- e.g., lower profit margins, "patient” capital, lower interest rates -- puts most
U.S. HPC vendors at a decided disadvantage relative to Japanese competition.

To make matters worse, all of the Japanese computer firms also make semiconductors for the worldwide merchant
market, so they are able to underwrite the development of advanced circuits from a very broad base. Hence, it is
no surprise that Japan now leads the world in advanced semiconductor technology: not only silicon-based chips,
but also exotic new technologies such as gallium arsenide (GaAs), which may well become the preferred super-
computer component technology of the 1990s. Meanwhile, most U.S. semiconductor companies have been driven
out of these expensive and very risky markets, leaving U.S. HPC vendors (other than IBM) to depend upon the
Japanese — notably their erstwhile supercomputer competitors -- for advanced components. '

Gartner Group, Inc., 35



) '

HPC VENDORS
' 1V - The Past Decade
it 1§-1; mpanics
Company Revenues Revenues | Expenditures Comments
Cray Research 784.7 7684.7 1433
Cray Computer 0.0 0.0 40.7
CDC 2,934.5 26.0 '289.2 Dropped out 4/89
IBM 62,710.0 6319 6,827.0
Alliant 67.9 67.9 113
Convex 158.6 158.6 20.7
Thinking Machines 45.0 45.0 15.0
Fujitsu 16,627.9 127.4 1,708.3 - Figures are for Japanese
Hitachi 45,139.2 58.4 2,682.5 fiscal year ended 3/31/90.
NEC 21,517.8 120.0 3,387.3 Conversion rate ¥150 = $1.00

All figures are for 1989, in U.S. § millions.

Sources: Datamation, company reports, Gartner Group estimates
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Nevertheless, the past decade has seen a number of new American entrants in the HPC business, especially in
minisupercomputers and workstations. In many cases, these companies were leaders in bringing important new
HPC technologies to market, and from time to time this has enabled them to wrest important sales from the grips
of the industry leaders. [owever, the long-term prognosis for these companies is not particularly bright. Not only
do they suffer from all of the disad vantages vis-a-vis the Japanese described above but they also face the inevitable
problems stemming from an increasingly crowded market. As a result, some of these companies have disappeared
almost as suddenly as they appeared, while others have died a slower death. The best hope for those that have

survived into the 1990s may be to be bought out by a larger, more broadly based firm, possibly a Japanese one
seeking quick access to new technology. -

The prospective customers of these start-up companies are faced with a dilemma. On one hand, they are attracted
by the new and attractively-priced technological capabilities which these companies invariably offer, but on the
other hand, they are apprchensive about the vendor's chances of long-term survival. The sudden withdrawal of
Control Data Corporation from the supercomputer business in 1989 exacerbated these fears and has even raised
doubts about the ability of industry-leader Cray Research to endure in the long term. Ultimately, that will be
determined largely by the market climate for HPC, both in the United States and internationally, and that in turn
will be affected considerably by government actions such as the Federal HPCC Program or the lack thereof.

Gartner Group, Inc.
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HPC USAGE

HPC is not driven by just a desire to build and use faster and bigger computer sysicms (although that admittedly
is a motivator for some people in the field). It is driven primarily by applications which require extraordinary
computing capabilities. Historically, many of these applications were defense related -- indeed, nuclear weapons
design and intelligence are still major drivers of HPC development — and therefore a major portion of HPC usage
took place in extreme secrecy. But over time, word of the value of HPC as a tool in scientific investigation and
engineering spread into non-defense communities, and some of the tools and techniques developed for classified
applications were adapted for academic and commercial settings. Thus, the pattern of 1{1’C usage evolved over the
past decade to the point where industrial usage has emerged as the dominant force in HI'C markets.

The earlfest industrial applications of supercomputers were in aerospace and in oil and gas exploration. Again, -

much of the aerospace usage was (and still is) defense related, but it is now virtually impossible to draw a line
between what is military and what is civilian in most aerospace technologies. In oil and gas, the leading companies
learned rather early that the use of computerized seismic exploration techniques could increase the probability of a
successful well from 1 in 100 to 1 in 10. They subsequenily learned that these odds could be improved still further
by employing more sophisticated models. Of course, this meant still faster and more expensive supercomputers,
but their cost was small compared to that of the dry wells that were avoided. (The cost of exploration has been
recently estimated at $20 per barrel, as compared with about $2 per barrel for production.)

Gartner Group, Inc. ’ ;
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Thus, in 1985 more than a quarter of all supercomputers in industry were used in petroleum exploration.
Aerospace was close behind, with just over 20 percent of the systems, and today it is the leader, with a slightly
larger share. In third place, both then and now, is energy: primarily applications related to the design and
operation of nuclear power plants. (See Exhibit I1I-2.) However, in recent years automotive usage has almost
- caught up with energy, thanks in no small part to aggressive investment in HPC systems by Japanese auto makers.
(The total installed supercomputing power of Japanese automotive firms is four to five times that in the U.S. and

double that in Europe. One Japanese company, Nissan, has as much installed supercomputing power as all three
U.S. auto makers combined.) ‘

‘Among the newer and more rapidly growing HPC applications are electronics, chemicals, and pharmaceuticals. In
electronics, supercompulers are used, for example, in the simulation of the basic electronic devices in research and
early product development and in the layout of microchips (which today may contain more than one million cir-
cuits). In chemicals and pharmaceuticals, supercomputers are an important adjunct to laboratory experimentation
in determining the molecular structure and chemical/physical characteristics of new compounds for materials,
drugs, etc. For example, the development of a new drug may involve investigating as many as 10,000 potential ~
compounds, at a cost of $5,000 per compound, so if computational modeling can weed out 95 percent of the com-
pounds, the cost of even the largest supercomputer can be saved with just one drug. ' ‘
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What HPC offers an industrial nser is competitive advantage, especially in the research and development (R&D)
phase of business. In particular, 1 H'C enables: : :

*  More aggressive ]prbduc& goals;
°  Shorter time to market; and
*  Higher product quality.

The quality advantage comes from using supercomputers to "design out" product defects through more detailed
and exhaustive analysis than is possible with conventional computers or with laboratory experimentation and
engineering prototyping. For example, in the development of the Ford Taurus, currently the best-selling American
car, supercomputers were used for structural design, which reduced the amount of crash-testing necessary. This
not only decreased the engincering cost and/or increased the quality achievable within the development budget,

but it also enabled Ford to bring the car to market sooner, and that in turn may have allowed the Taurus to gain
market share from competitors.

Certainly, both quality and carly market entry are recognized factors in gaining competitive advantage in just
about any market (cf. the writings of Harvard Business School professor Michael Porter). What is less often recog-
nized than the quality and time factors is the ability of computers, especially high performance computers, to set
and achieve more aggressive poals than would otherwise be possible (or reasonable). An example of this is given
by the proposed suspension bridge over the Straits of Messina, between Italy and Sicily. If it is built, it will be the
longest single-span bridge in the world, more than 2 miles (as compared with the 0.8 mile length of the Verrazano
Narrows bridge in New York City), and it will have towers over 3,000 feet high and a deck more than 200 feet
wide. It will take nine ycars to complete and will consume Italy's entire steel production for five years. The design
of the bridge -- complex static and dynamic analyses, including simulations of earthquakes and other possible
disasters -- would be impossible without modern supercomputers.
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Supercomputers have also been used fot a number of years in the entertainmce

nt industry for animation and
“special effects” (especiall

y in science fiction films), and the increasing development of visualization techniques for

_scientific and engineering applications may open new possibilities and markets in this arca (and vice versa) in the
the phenomena

1990s. In all areas of application, the ability of advanced HPC systems to support visualization of
being investigated allows researchers to work interactively with the simulation models, ihere

by greatly enhancing
the creative process of discovery and design.

Although comparatively little (direct) use of HPC has been made in the service sector to date, there are some dis-
cernible trends there as well. Since 1986, four large Japanese construction firms have installed (Japanese-made)
supercomputers for design and structural analysis applications. Meanwhile, at least three Japanese securities
companies have purchased supercomputers, and some Wall Street firms have recently acquired HPC systems for
investment analysis. This use of supercomputers in the financial sector is especially significant in that it may

presage the widespread use of HPC in commercial operations in the future. And when that day comes, the super-
computing stakes will go even higher.

Gartner Group, Inc.
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But what is today's compelitive advantage becomes tomorrow's competitive necessity, and there is a good chance
that HPC may become a sine qua non in nearly all sectors of business in the coming years. As Alvin Toffler has
explained in his most recent book, Powershift, there is an intensifying acceleration of all commerce taking place in
the world, and this will eventually result in most business operations being conducted on a real-time basis. In
such a world, the race will inevitably go to the swiftest, so using anything less than the highest performance in
computing will be tantamount to conceding defeat. Unfortunately, this fact is not well understood throughout
American business today, so there is reluctance on the part of most executives and managers to make the neces-
sary investments in H'C. Faced with a multi-million-dollar minimum price for a supercomputer, many decision-
makers seek a cheaper, supposedly more cost-effective, solution. But this is often "penny wise and pound foolish,"
as is explained in detail in Appendix F. ’

‘
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In addition to the industrial applications discussed above, HPC also plays a significant role in advancing all areas
of science and engineering, where it serves as an essential research tool. Indeed, the use of HPC in scientific

investigation has given rise to an enlirely new mode of scientific inquiry, compulational science, which will be
explained later in this chapter.

The Oifice of Science and Technology Policy (OSTP) has identified 20 "Grand Challenges” in science and

engineering, in which the opportunities for application of High Performance Computing are especially significant.
"Grand Challenge" is defined by OSTP as follows:

~-"A Grand Challenge is a fundamental problem in science or engineering, with potentially

broad economic, political, and/or scientific impact, that could be advanced by applying
High Performance Computing resources."

These application opportunities far surpass in importance those run on conventional mainframes, minicomputers,
and desktop machines. They hold the potential for major transformations jn science and engineering, product
design, health, energy, security, and other vital areas of national interest.

Gartner Group, Inc.
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¢ National Competitiveness (including produ
. Encrgy

*  Quality of Life (health, elc.)

*  Basic Science

*  National Securﬁy

. Others.

These application opportunities are listed in Exhibit 11I-3. below and categorized by "primary" or "secondary” em-

phasis. "Primary" areas are where we believe applications will have the strongest impact. Lesser, but significant,
impacts will occur in the areas designated as "secondary.”

A more detailed description of Grand Challenge and other HPC applications is given in Appendix G.
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g Applications

APPLICATION NATIONAL : QUALITY BASIC NATIONAL
COMPETITIVENESS ENERGY OFLIFE SCIENCE SECURITY OTHER

Materials Science

O
O

Semiconductor Design

Vehicle Dynamics

Transportation

Turbulence

Superconductivity

Efficiency of Combustion

Oil and Gas Recovery

olo®|o

Nuclear Fusion

O|0]| |0] |0/|0|0|0

®©|06/6 e 0 dd e

Design of Pharmaceuticals

Structural Biology

® 6 ® 00|00

Human Genome

Legend: “ - Primary emphasis .
- Secondary emphasis

o cOntinued on next page
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‘The impacts of these application opportunities fall into the following main categories:

National Competitiveness (including productivity, global market share, etc.)
* Energy ‘ | |
*  Quality of Life (health, etc.)

*  Basic Science

e National Security

° Others.

These application opportunitics are listed in Exhibit 11I-3 below and categorized by "primary" or "secondary" em-

phasis. "Primary" areas arc where we believe applications will have the strongest impact. Lesser, but significant, -
impacts will occur in the arcas designated as "secondary.”

A more detailed description of Grand Challenge and other HPC applications is given in Appendix G.
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Exhibit I11-3; Emphasis of Major Supercomputing A pplications
APPLICATION NATIONAL QUALITY BASIC NATIONAL
COMPETITIVENESS ENERGY OFLIFE SCIENCE  SLCURITY  OTHER
Materials Science @ O O
Semiconductor Design ® O O
Vehicle Dynamics @ O
Transportation (] O
Turbulence O
Superconductivity ® O O ® O
Efticiency of Combustion @ & e} -
Oil and Gas Recovery @ ® O O
Nuclear Fusion O @® O @)
Design of Pharmaceuticals . 2 I R |
Structural Biology ®
Human Genome o

Legend: @® - Primary emphasis
O - Secondary emphasis

e continued on next page
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Exhibit I11-3 (cont'd)
APPLICATION NATIONAL QUALITY BASIC NATIONAL .
' : COMPI'ETITIVENESS ENERGY OF LIFE SCIENCE SECURITY | OTHER

y 1
Prediction of Weather and :

Global Climate Change ® ' @) O

Computational Ocean . o)
Sciences

Astronomy
Quantum Chromodynamics
Speech -

L
@)

Vision

Vehicle Signature

Undersea Surveillance

Engineering
Computational Chemistry
Film Animation

Bond Bidding

lolelelolo

09 0 @
O

Legend: @® - U'rimary emphasis
O - Sccondary emphasis
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HI - Background

The foregoing array of supercomputing applications is by no means exhaustive, but it gives an indication of the
significance of HPC as well as the range of potential HPC usage. Furthermore, the historical pattern of advanced
computing applications development is that performance and usage lead to new insights, opportunities, and

applications. While most of the applications listed above will still be viable in the year 2000, we would be sur-
prised if there were not a number of significant new entries on the list by then.

These application opportunities underscore the fact that High Performance Computing is a significant national

priority, irrespective of increasing threats to U.S. superiority by foreign-based comp.miu Indeed, a good case
could be made that the Federal HPCC Program would be urgently needed even in the absence of foreign com-
petition; if only to sustain progress in science and innovation in technology.

Gartner Group, Inc.
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I - Background

A common thread running throughout these Grand Challenges, and also the industrial applications of HPC
described above, is computational science. Broadly speaking, computational science entails the construction of
large, complex computer models of physical systems, then observing the behavior of the models under various
conditions of change. For example, a meteorologist may observe the behavior of a thunderstorm model as time
passes. A chemist may obscrve the model of a complex molecule. An-automotive engineer may observe the

model of a car as it crashes into (the model of) a wall. The outcomes of the insights gained by these scientists and
engineers result in, for example: .

*  Better prediction of weather;
*  Improved material science; and
*  Safer automotive design and faster time to market.

Computational science is new, and it is growing. In the last decade, its value has become established, and it has
taken its place along side empirical and theoretical science as the newest scientific paradigm (see Exhibit 111-4).
This notion of a new paradigm for science and engineering is crucial, because it entails changes in basic outlooks
and attitudes on the part of scienlists, engineers, executives, and policy makers (Cf. Thomas S. Kuhn, The
Structure of Scientific Revolutions, Univ. of Chicago Press, 1962). '
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111 - Background

111-4; w Paradigm
TypeofScnence * Empirical * L g Theorebical Computational
Archetype Galileo Newton Von Neumann
Purpose “ Description Explanation Prediction (What if?)
Tools | Scientific Instruments  Mathematics Compuler Systems
Results Facts | Theories Insights through
Visualization

In future years, computational science is virtually certain to be increasingly critical to national competitiveness and
quality of life. But the successful application of HPC in computational science also depends upon advances across
multiple fronts, including raw computing performance, software tools, visualization tools and techniques, new
and improved algorithms, applications software and, not least of all, trained computational scientists in industry,
academia and government. Thus, the Federal HPCC Program embraces both computer science, the craft of
designing and using more powerful and useful computers, and computational scicnce, the application of these
computers to significant problems of science and industry. Computer science and computational science reinforce

one another, as illustrated in Exhibit II1-5.'Countries that are leaders in com

leadership in computational science, and vice versa.

puter science will be more capable of

\
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Exhibit 111-5: Computer Science and Computational Science

® More nrecicion

..... HAAA RN

* More data capacity

* More specd

* Better visualization
* More reliability

* Other improvements

Computer

Sclence Computational
{Tools) Science
(Problems)

¢ Problem requircments
* Speed/capacity needs
Other requircments

o flardware * Opportunitics
o Soltware - * Modecls
e Data aeness Application software * Equations

e Visuahzation
U v‘\""lu‘.!linu wftware
e Alponthims

and algorithms encom- * Capacity requirements
pass both solutionand | ° Application software
— - ¢ Algorithms

problem spaces. B _
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OBSTACLES
The obstacles to successful implementation of supercomputing applications include the following:

¢ Computer performance (speed and data capacity);
°  Intellectual barriers (hard to use software, insufficient training);

*  Access barriers (need for users to be physically close to the computer because of network

limitations);

Algorithms (problem solvmg procedures that both address applications and take advantage
of new supercomputer architectures);

Software (lack of problem-oriented, easy to use software - see also "Intellectual barriers");
Human resources (lack of sufficient numbers of experts in application disciplines);

Attitudinal barriers (reluctance of senior executives to support the computational science
paradigm);

. Funding (reluctance to fund supercomputing development and usage, perceived as high
nsk)

All of these obstacles need to be overcome if the U.S. is to seize the opportunities represented by the Grand Chal-
lenges and other supercomputing applications. The obstacles are discussed below in dctail.

Gartner Group, Inc.
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-

Performance

Current levels of performance on Cray supercomputers reach almost three gigaflops. A "gfgaﬂop" stands for a
billion ("giga”) floating-point operations per second ("flops”). A floating-point operation is an arithmetic step such

as add, subtract, multiply, or divide. The "floating" (decimal) point allows the storage of both very large numbers
and very precise fractions. (Sce also Appendix D.)

Another gauge of supercompuler capacity is computer memory size, typically measured in megawords (a million
words) or gigawords (a billion words). In supercomputers, a "word" is typically 64 binary digits ("bits") long.
Memory is used to store applications and data that are needed very quickly by the central processing unit.

Exhibit I1I-6 shows the growth attained in the past and needed in the future in flops and word capacities of the
leading supercomputers, in relation to the requirements of selected applications.
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L6; pplications
and Their Performance Requirements

MEMORY SIZE

L\\“\“\\\\\\\\\‘\\'\\\\\\\\\\\\\\\\\\\\\\\‘b\

10 Gigawords

Climate Modcling

Fluid Turbulence
Human Genome

Vehicle Dynamics

Vision

Semiconductor Madeling

Vehicle Signat
250 Megawords @ SIBNAEE  guperconductor Mudeling
Structural Biology,
Drug Design E
- 72 Hour N
48 Hour Weather Weather N
1 Megaword N
Engineering N
(Airfoil) . 1
Oil Reservoir N
Modeling | 2000 "
1980 990 . or sooner
: 1 N
10 Megaflops 2 Gigaflops ' 1000 Gigatlops PROCESSING

Source; OSTP . _ (1 Teratlops) SPEED

A
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As shown in the precediny; exhibit, many important applications require performance well beyond the capabilities
of today's leading computers. indeed, the performance barrier will cause other obstacles to come into play before
it is overcome. Most computcrs in use today use a "Von Neumann architecture,” named for the Princeton scientist
who helped develop some of the earliest computers. In a Von Neumann machine, data are supplied to the com-
puter processor one datum at a time. In this serial mode of processing, theoretically and practically attainable
speeds are limited by manufacturing and packaging techniques, but most fundamentally by physical constraints

such as the speed of light. The upper limit or "wall" of Von Neumann machine speed is not known precisely, but
most experts would agree that it is well below 100 gigaflops. '

In order to surpass the "Von Neumann wall,” scientists and engineers are working on parallel architectures. In a
parallel computer, multiple streams of data are supplied concurrently (in paraliel) to multiple processors. For
example, in a parallel machine with 100 processors, speeds approaching 100 times that of a single Von Neumann
machine are theorelically attainable. The problem is that virtually all of the algorithms and computational science
applications and supporting software have been developed for Von Neumann architectures. In order for parallel
architectures to succeed widely, a whole new class of algorithms, applications, and software must be developed.

Furthermore, compuler scientists and computational scientists need to be trained and educated in paratlel
computing concepts and techniques.

The parallel computing challenge is a good case example of the point that obstacles to computational science are
interconnected and cannot be overcome by attack on a narrow front.

Gartner Group, Inc. 55.



@ B

OBSTACLES

11 - Background
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Supercompulers are not easy to use, and computational scientists are not widely trained on them. These obstacles
can be attacked successfully on at least two fronts.

First, software is needed that is functionally rich, (computational science) problem-oricnied, and easy to use. Such
software will allow computational scientists to minimize the amount of intellectual encrgy they need to divert
from the real problem at hand simply in order to deal with the arcana of computing. This idea is "old hat" in the
personal computer sector and needs to be pursued vigorously in the supercompuler arena. The probiem is that
authors and vendors of personal computing software look at potential markets in the tens of millions of custo-
mers, whereas supercomputer authors and vendors can contemplate at most a few thousand customers. Thus,

market forces tend to drive the most talented software authors, who are in short supply, away from supercom-
puting and toward the low end of the computing spectrum.

Second, education and training are needed for computational scientists. The requirement here is not limited to |

computing techniques, but includes also such areas as awareness of new science and cngineering approaches,
parallel algorithms, and cross-disciplinary problem solving.

While the existing academic supercomputing centers and the active vendors perform creditably in education and

training, a stronger effort will be needed in the 1990's if the supercompulting applications described in the prece-
ding section are to be implemented successfully.

f: i 15 L
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Access Barriers

Visualization, the graphic presentation of supercomputing models on high resolution screens, is an integral com-
ponent of most of the Grand Challenge and other supercomputer applications. Exisling nationwide computing
networks are not capable of transferring rapidly enough the large amounts of data required for "real-time"
visualization of model results. Consequently, supercomputer users often must go to computer sites, where local

data channels can provide the necded capacity and response. This travel and/or remdency requlremenl presents
a disincentive to supercompuling use.

High capacdity computer networks are needed to remove this barrier to physical accessibility.

Algorithms

Algorithms are formal procedures for solving computational problems. They reflect not only the characlenshcs of
the problem to be solved, but alsv the architecture of the computer(s) used for the solution.

Advances in algorithms arc needed for Grand Challenge and other supercomputing applications, and especially
for the parallel computer architectures that will be required for performance-bounded applications.
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Software
The shortage of good software has been endemic in all sectors of the computing ficld since its inception, and the

High Performance Computing sector is no exception. Sofiware is needed for pcrfurm.uu ¢ and functional power
and also to reduce the intellectual barriers mentioned earlier.

Particular software needs in supercomputing include:
e Languages and compileis;
e  Systems (internal computer logislics) software;
e  Software o manage large, distributed databases;
e Implementations of parallel algorithms;
¢  Visualization and debugging software; and
¢ Instrumentation software.

As noted earlier, the high performance software market is dwarfed in size by other sectors of the computing
market and, hence, is not well served by normal marketplace forces.
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Human Resources

Skilled computer scientists and cngineers are nceded to design and build supercomputer systems, and skilled
computational scientists arc nceded to exploit them.: Further, instructors and "teacher/teachers" are needed to
provide the education and training. In the most simplistic terms, the potential of computing has always been
bounded by technical capabilitics on the one hand and by the human intellect on the other hand.

In the computer industry, pood talent is in short supply, and most observers predict that the shortage will become
even more severe in the 1990's (sce Appendix H). The Grand Challenges and other supercomputing applications

require strong computational scicnlists to push the envelope of existing systems and equally strong computer
scientists and engincers whao can deliver improved systems. '

Supercomputing installations are expensive. Therefore, their acquisition and maintenance budgets require
approval by senior exccutives who often have little knowledge or experience in computational science. Compu-
tational science is a new paradigm, with which many senior executives will feel uncomfortable. While their skep-
tical attitudes are justificd in part, they are also dysfunctional to the extent they are based on inertia, ignorance
and fear of change. In the automolive industry, for example, many execulives will be more comfortable with real
prototype cars crashing into real brick walls than with a computer model of the same event, even though the
model will facilitate better and faster design. This attitudinal barrier may fade away in 20 or 30 years as computer-

trained generations reach exccutive ranks, but by then today's competitive wars will be history and the losers will
be all but forgotten.

Executive-level awarencss-building and education are needed to overcome the attitudinal obstacles. Domestic
competitive success stories will also do a lot to change executive attitudes.
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Funding
The expense of a supercomputer installation cannot be borne easily, especially by academic institutions. On the
supply (vendor) side of the privaie sector, supercompuier research and development may get underfunded

because of the risks involved, the presently small size of the supercomputing marhet, and competing R&D
projects with payoffs that are judged 1o be nearer term and/or more certain.

Government funding support is needed to promote academic supercomputing and to reduce the risks of private
sector supercomputer development and usage.

In terms of these obstacles, the Federal HPCC Program is targeted as shown in Exhibit 111-7.

o
........
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Exhibit HI-7: Impact of HPCC Program on Obstacles to Supercomputing

® Irimary thrusts of HPCC component
QO Sccondary thrusts of HPCC component

COMPONENTS OF HPCC PROGRAM

1Hrc Software & Research & _ | !
Obstacles Systems Algorithms NREN  Human Resources Comments f1
Performance ) ® O Hardware and architecture _ :
Intellectual o O o Training and software easc of use ;
Access o @) Network extends physical a.cccss
Algoﬁlhms ) O Nceded for problems and for parallcl architectures
Software ) O Can never be rich enough
Human Resources. O O ® The other side of technology
Attitudes - O O O @) Special form of education |
Funding O O HPCC helps across the board
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IV - THE HPC ARENA

' . 1V - The HPC Arena

This chapter provides an overview of the present situation in HPC. The chapicr consists of five sections, as
follows:

The Past Decade - traces the evolution of the supercomputer market from 1980 through the
present.

The Next Decade - explains the framework used in developing two alicrnalive scenarios for
the supercomputer industry through the year 2000.

Scenario A - presents our projection of the supercomputer industry under the assumption
that the Federal HPCC Program is pot funded.

Scenario B - presents our projection of the supercomputer indusiry under the assumption
that the Federal HPCC Program js funded.

HPCC Program Impact - describes the projecied impact of the Federal § I°CC P'rogram on the
supercomputer industry, 1990-2000, by comparing and contrasting Scenarios A and B.
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THE PAST DECADE

The 1980s have wilnessed a flowering of High Performance Computing into a full-fledged segment of the infor-
mation industry. At the beginning of the decade, there were only two supercomputer vendors, Control Data
Corporation (CDC) and Cray Research, both American firms and both following a vector processing approach to
supercomputing performance (sce Appendix D). In 1983, the situation changed abruptly as the three largest
Japanese computer companics, Iujitsu, Hitachi, and NEC, all announced supercomputer systems. The shock of
this action was compounded by the fact that the performance ratings of the Japanese machines, ranging up to 1.3
gigaflops, surpassed (at least on paper) that of the best American-made syslems at that time. However, Cra
Research countered with a four-processor version of its X-MP in 1984 and the 2 gigaflops Cray-2 (also a four-
processor system) in 1985, which kept the performance championship (as measured by theoretical peak mega-
flops) in American hands, at least for the lime being. CDC also responded by announcing the formation of a
subsidiary, ETA Systems, to develop and build a new line of supercomputers with peak performance up to 10 -
gigaflops.

Meanwhile, several companics, lollowing the lead of Floaling Point Systems (FPS), began marketing "minisuper-
computers,” which offercd near-supercomputer performance at a fraction of supercomputer prices, and soon a
number of new firms -- such as Active Memory Techinologies, Alliant, BBN, Convex, FPS, MasPar, Meiko, and
nCUBE -- were fighting for survival in this highly competitive market segment. In the mid-1980s, 1BM entered the
fray by adding a Vector Facility to its 3090 mainframe systems to endow them with performance approaching
supercomputer levels, and DEC did likewise at the end of the decade when it announced its VAX 9000 line of
mainframe systems. The Japanese vendors also introduced scaled-down versions of their supercomputers to
compete against the minisupers, and Cray Research moved to reduce ils exposure at the low end of the market by
making available somc entry-level systems with reduced prices (and capabilities). '
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In 1988, the Japanese began announcing their “second generation* of supercomputurs: the | litachi 5-820, with per-
formance up to 3 gigaflops; the Fujitsu VP-2000 series, with performance up 10 4 gigallops (since upgraded to 5);
and the first Japanese muliiprocessor supercomputer, the NEC SX-3 (marketed in the U.S. as the SX-X), with peak
speed in excess of 22 gigaflops. Almost immediately, U.S. experts expressed doubt as 1o whether these theoretical
peak speeds could be approached in everyday usage, both because of the extreme architectural characteristics of
the hardware and also because of the primitive level of the software (see Appendix ). Nevertheless, it was widely
perceived that the Japanese were raising the ante in the supercomputing game by using their prowess in semi-
conductor technology and that U.S. supremacy in overall supercomputer functionality and performance is likely
to come under increasing challenge from japan in the future. The sense of crisis was heightened by Control Data's
sudden decision to shut down its ETA Systems venture and withdraw from the supercomputer business in early

1989, and by the subsequent spin-off of Cray Computer (along with founder and chivf designer Seymour Cray)
from Cray Research. '

At the same time, a new challenge to established supercomputing orthodoxy was emerging from the ranks of
minisupercomputer makers: large-scale and massive parallelism (see Appendix D). Although most vendors
following this approach concentrated on systems compeling with minisupers in price and performance, two of
them, Intel and Thinking Machines, began to offer systems with peak theoretical performance in the tens of giga-
flops. Again, many experts refused to regard these new competitors as genuine threats to Cray, using essentially
the same arguments levied against the Japanese: the architecture is extremely specialized and the sofiware is
relatively crude, both of which limit the performance actually attainable in all but a (ew isolated situations. .
However, Thinking Machines and (1o a lesser extent) Intel continued to rack up impressive achievements in an
ever-widening range of applications and have thus gained grudging acceptance into the ranks of supercomputer
makers. This was confirmed by Cray Research's October, 1990, disclosure that it was establishing a major develop-
ment effort centering around the highly-parallel approach and by announcments from Japanese vendors, notably
Fujitsu and new entrant Matsushita, that they too would soon bring highly-parallel systeins tu market.

Gartner Group, Inc.
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Although European firms remained on the sidelines in the supercomputer compelition of the early 1980s, they
also began to show signs of interest in highly-parallel systems, largely based upon the Inmos “transputer” chip.
IBM also intensifyed its presence in all aspects of HPC through a number of actions: investment in Supercomputer
Systems, Inc., a company formed by former Cray Research designer Steve Chen to develop a parallel supercom-
puter; continuing enhancement of its mainframe Vector Facility, with a significantly more power(ul, redesigned
unit for the top-of-the-line models 820 and 900 in the new ESA /9000 series; downward expansion of its veclor
~ processing offering into the air-cooled (9121) portion of its ESA/9000 line; and aggressive development and
marketing of its RISC-bascd RS/6000 line of HPC workstations and departmental sysiems. Although some experts
did not consider IBM to be a fuli-fledged supercomputer maker in the 1980s, there are definite indications that it
will become one in the not-tou-distant future, if not through one (or more) of the aforementioned initiatives, then
perhaps through derivatives of its internally-developed, highly-parallel research prototypes, the GF11 and RP3.

P - = T -y
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Thus, the pattem of supercomputer system shipments has changed substantially over the past decade. As shown
below in Exhibit 1V-1, the dominance of Cray Research in the industry has eroded significantly -- although it must
be cautioned that these figures are somewhat biased, because small systems such as the Fujitsu VP-30E (rated at
220 peak megaflops) are counted equally with the largest Cray Y-MP (rated at 2,667 pceak megaflops). (Instead of
using number of systems shipped, a breakdown of peak megaflops shipments would preseant a somewhat dif-
ferent picture, albeit distorted in a different way, because Japanese supercompulers and highly-parallel systems

have yet to demonstrate in general usage the levels of performance indicated by their peak megallops ratings. See
Appendix D.)

e e
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Exhibit 1V-1; Supercomputer Systems Shipments

1980
10%

R

J Cray

O cpcC

B Japanese M Parallel ™

Garlner Gr(iup, Inc.

69



THE PAST DECADE

‘/ /

v - Thle HPC Arena

The upsurge in Japanese compelition in supercomputers is part of an overall pattern of increasing Japanese
presence in all worldwide information systems markets. Exhibit 1IV-2 provides some cvidence of this trend, while
Appendix I presents a more delailed discussion of Japanese activities in information technology in general and

HPC in particular.

Exhibit IV-2; The Power Shift in the Worldwide Information Industry
g;'::;::igf\ Total Information | Revenue
100 Companies Systems Revenue CAGR

1983 | 1987 | 1983 1987
United States | 71 | 60 | $87B | $132B | 10.8%
Europe 19 | 22 | $12B | $35B | 17.5%
' Japan 8 | 16 | $9B| $40B | 27.9%

mgg;'l’he Competitive Status of the U.S. Electronics Sector: From Materials 1o Syslcmsl; a report
of the Secretary of Commerce to the House Appropriations Committee; Devemlner, 1989,

et
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Worldwide revenue g?rowlh in supercomputers (excluding 18M) has been nearly double that of the information
industry as whole (see Exhibit 1V-3), but as compared with the rest of the industry, supercomputer revenues are
still relatively minuscule: Worldwide sales have barely exceeded $1 billion in recent years (see Exhibit 1V-4.) That

number would be perhaps $100 million higher if IBM's supercomputer revenues* are mcluded and perhaps again |
that much greater if minisupercomputers were also included.

* In IBM's case, It Is very difficult 1o ditermine the “correct” revenve figure: Should it be only the income derived from the Vector Fadmy un"s — about

$190,000 each — or should it be the entire amount from the systems — ranging up to more than $20 million each — of which they are a pan or
somcwhcre in between? IBM dews not disclose an “official” figure for revenues, number of VF units, or systems.
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In addition to expanding supercomputer usage in the U.S., the HPCC Program might also lead to increased usage
of U.S.-made supercomputers overseas, but we have not attempted to estimate that in our Scenario B projections.
It is also possible that U.S. consumption of Japanese-made supercomputers would be increased as a result of
heightened interest in 11PPC. On the other hand, this might be offset by increased U.S. exports to Japan as well, so
we have made no changes in our projections of Japanese supercomputer production relative to Scenario A.

ey — —— — —
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The HPCC Program should also improve supercomputer price/performance, albeit only slightly, above that pro-
jected in Scenario A. For U.S.-made vector supercomputers, this would come through moderately increased
demand and the consequent greater economies of scale in production. For parallcl systems, price/performance
improvements would be the direct result of increased R&D, plus significantly greater demand.

| Assumplion #4; We assume that the price/performance of U.S.-made vector supcrcomputers will improve at

| one percentage point faster than the rates used in Scenario A. (This is a deliberatcly conservative assumption.)
For parallel supercomputers, price/performance improvement will gradually approach levels typical of
microprocessor chip technology (i.e., 30+ percent per year) by the year 2000.

The increased R&D stimulated by the HPCC Program should also result in significantly more powerful parallel
supercomputers: for example, a teraflops (1,000 gigaflops) system by about 1996. On the other hand, we do not
assume any change in processing power for vector supercomputers, as compared with Scenario A, because we
expect that the HPCC Program will have little effect upon hardware development for such systems. (This is
distinct, however, from R&D into the use of and algorithms for vector systems, which definitely will be addressed
by the HPCC Program.)
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Exhibit 1V-4; Value of Worldwide Supercomputer Shipments
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As Exhibit 1IV-5 shows, there has been a general slowing of demand for new supurcompuler systems in the past
two years. Some see this merely as the result of reduced defense procurements, while others feel that it indicates a
maturing industry. We tend to see it as a reflection of the "Obstacles" discussed in the previous chapter, particu-
larly as they pertain to industrial usage of supercomputing. Our analysis suggests that the market may indeed be
approaching saturation in terms of the number of potential supercomputer uscrs and applications - at least until
such time as new markets can be opened through initiatives such as the proposed Federal HPCC Program -- but
that existing supercomputer users have a virtually limitless appetite, constrained only by budgets, for computing
power. In terms of megaflops, the demand for supercomputers has actually intensilicd in recent years.
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Exhibit 1V-5: Worldwide Supercomputer Installations
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So why, then, have the three largest Japanese computer firms invested such considerable amounts of money -- we
estimate $100 million each - to get into such a small and highly competitive market? And why, after a fifteen-year
hiatus, is IBM returning to the supercompuler arena? In the case of the Japanese, there is a significant element of
prestige involved. But the Japanese are not inclined to invest their money foolishly, s there must be a deeper
reason. That is, we think, the very strong desire not to be dependent upon any other nation, even a “friend” such as
the United States, for something so important to their long-term scientific and technulogical sirength. The Japanese
have perceived correctly the value of supercomputers in building and maintaining their industrial competitive-
ness, especially in "high-tech” areas: for example, electronics, biolechnology, and new materials.

This premise is supported by the data on worldwide supercomputer installations, which show the striking change
that has taken place in the supercomputer market in the 1980s (see Exhibit 1V-6). Whercas nearly two-thirds of the
installed supercomputers were in government laboratories in 1980, the government share is now less than half as
much. This is not to say that government supercomputer installations have decreased in actual numbers, but
government laboratories are certainly not the dominant customers they once were. Academic usage, much of
which is also ultimately dependent upon government support, has increased from nil in 1980 to a significant share
of the total in 1990. But it is industrial applications that have taken over the liow's share of the market: if the
“in-house" systems retained by supercomputer companies for R&D and marketing are included, private industry
now has about half of the supercomputer systems installed worldwide. (In Japan, indusirial usage accounts for
about 65 percent of the supercomputer installations, and in light of the anticipated payalf (rom the application of

High Performance Computing -- see Chapler V - the implications for Japanese competiliveness in the coming
decade are indeed ominous for the U.S. and Europe.)

- T
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Exhibit 1V-6: Installed Supercomputer Systems, by User
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In addition to the emergence of privale industry as the dominant supercompulter uscr and the more recent trend
toward parallel systems, an even more pronounced shift in worldwide supercompulter markets has occurred in
terms of geographic distribution (see Exhibit IV-7). Whereas the U.5. accounted for more than 80 percent of all
installed supercomputers just a decade ago, it now has barely more than half of them. Thus, although the number -
of systems in the U.S. has grown twelve-fold (1o approximately 300 by year-end 1990), European installations have
jumped from 3 to 110 in the same period and Japanese systems from 2 to more than 160. One major reason for the
latter's growth is, of course, the entry of Japanese vendors into the supercompuler market, but the strength of
Japanese demand is also noteworthy: their rate of installation growth (over 56 percent) over the past decade has
been nearly double that in the U.S. (less than 30 percent). It is true that many of these systems are entry-level
models, closer in computing power to a minisupercompuler than a Cray Y-MP’8, but it also shows the marketing
acumen of the Japanese vendors. These entry-level models, priced about the same as a large mainframe and
capable of running under Japanese mainframe operaling systems, may have helped eatice otherwise reluctant

Japanese users into the supercomputer camp, a inarket penetration strategy which Cray Research has recently
begun to emulate.

S
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Exhibit 1V-7: Installed Supercomputer Systems, by Country
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THE NEXT DECADE

To assess the probable impact of the proposed Federal High Performance Computing and Commmunications

Program, we have formulated two "scenarios” (see Appendix B for a discussion of scenarios and the methodology
used in their development) for the 1990s:

- o In Scenario A, we assume "business as usual,” without any additional Federal support for
HPCC beyond those activities which are now underway; and

In Scenario B, we assume that the Federal HPCC Program, as proposed by the Olffice of Science

and Technology Policy (OSTP), will receive full funding and support -- that is, $1.917 billion
additional over a five-year period (FY 1992-1996).

Thus, the difference between these scenarios will be the impact of Federal HPCC Program.

AR
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In a broad sense, we expect that the principal effects of the Federal HIPCC Program will be threefold:

o First, it will affect at least some of the direchi

ange in HPCs
o Seccond, it will affect (he rate of change in HPC; amﬂ

o Third (and probably most important), it will affect the rale of applic
of 11I’C throughout American industry, academia, and government.

The first two of these will have a direct impact upon HIPC vendors and researchers. That impact is delineated in-
the two scenarios for the supe rcomputer industry which are presented in the following two sections. The third will-
directly affect HI'C users, as described in the next chapter.

Gartner Group, Inc. | . .81
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SCENARIO A
We have framed our scenarios in terms of only supercomputess. This is not to deny the participation of minisuper-

computers, workstations, networks, software, etc. in HPC, but supercompuiers arc the sine gua non of HPC. They
are where the HPC “trickle down" begins and, hence, are the primary focus of the Federal HIPCC Program.

Our scenarios are based upon the technological options available to makers of supercompulers in the 1990s. An
alternative approach would be 1o focus upon vendors, but this would not provide the needed insights into how
supercomputing is being done and it would tend to focus attention inappropriately on "winners and losers.” The

technologies available will delimit performance and pricing levels, which are the principal determinants of what is
possible and what is practical in HP’C.

It is, of course, impossible to predict with certainty which technologies will dominate 111°C at the end of this
decade, ‘but the experience of the past decade can provide some indications. Although vector architectures have
monopolized HPC through most of the 1980s, parallelism, which (except for ILLIAC IV) was virtually non-existent
in 1980, seems very likely to play a major role in the future. Cray Research started down the parallel path when it
introduced the two-processor X-MP in 1983, followed by a four-processor version in 1984. In 1988, an eight-
processor Y-MP® was announced, along with extensions to the compilers and operating system software to greatly
enhance users' ability to use all processors simultaneously on a single problem. (In the X-MI’, most users were
limited to a single processor; multiple.processors enabled multiple users to run concurrently.) Sysiems with still
larger numbers of processors are now in development at both Cray companies: for example, the Cray-3 at Cray
Computer and the Y-MP16 (a.k.a. the C-90) at Cray Research are to utilize 16 processuors.

Gartner Group, Inc.
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At some future point, perhaps when the number of processors exceeds 16, systems such as these will cross over the
exceedingly fine line between "vector” supercomputers and “"parallel” supercomputers. That is to say, they will
reach the point where parailclizalion, not vectorization, becomes the primary means of raising performance above
what can be attained by a single scalar processor. There they will be met by systems, such as those from Intel and

Thinking Machines, which have employed large amounts of parallelism from the very outset and which may or
may not have added vector processing along the way. '

This is not to say that vector supercomputers will go the way of the dinosaur. They will continue be used well into
the next century. In a sensc, the situation between vector and parallel supercomputers in the coming decade will

p W LN I T

be like that which has been playing out between mainframes and desktop systems since the IBM PC was announ- -

ced in 1981. Although the deskiop systems (and, analogously, highly-parallel supercomputers) appear to offer

much better price/ performance than mainframes (or veclor supercomputers), there are some applications which -
simply will not fit on the former with today's stale of the art. And although this will indubitably change over time, -

the cost of converting other applications which run quite well on mainframes (or vector supercomputers) may
never be justified. Hence, these two classes of applications will continue to drive demand for mainframes (and

vector supercomputers) even though desktop systems (and highly-parallel supercomputers) become the preferred
platforms for new applications in the 1990s. '

Gartner Group, Inc,
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For present purposes, it is not necessary for us to distinguish among the many vancties of parallelism (see
Appendix D), other than to separate (predominantly) vector supercompulers Irom (predominantly) parallel
systems because of significant differences in their overall characteristics (see Exhibit IV-8). l1aving done that, it is
also necessary to distinguish Japanese-made vector supercomputers from U.S. made veclor supercomputers for

the same reasen.
Peak Megaflops* System Price $/Peak Megaﬂbps"
U.S. vector éupercompulers 1,337 $11.8M $8.8K
‘ 'japanese vector supercomputers 3,565 ' $10.4M : $2.9K
Parallel supercompulers 10,500 $3.6M $0.34K

At some future time, the characleristics of the various types of parallel systems, including their country of origin,
may diverge enough to justify subdivision of the “parallel supercomputer” class. For the present, however,
Japanese and European involvement in this sub-market is virtually non-existent, and we can distinguish no other
reason for differentiating among the various systems available in the analysis which follows.

e S =~
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_ * Important Note:

As before, we caution against misinterpretation of the figures in Exhibit IV-8 and
in any and all of the following Scenario A and Scenario B Exhibits which are based
upon peak megaflops ratings. L

Peak megaflops ratings tend to be extremely misleading, because the ratio of peak
megaflops to attained performance in an actual application varies greatly among
these three classes of supercomputers (and also from application to application).

Peak megaflops ratings are used in this report only because (a) they are readily

available for all current supercomputer systems and (b) there is no universally
J accepted alternative measure of supercomputer processing speed. i
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We now begin our elaboration of Scenario A.

;: We assume that the developers and builders of supercompuler systeins in the next decade
can be grouped as follows:

o  U.S. vecior supercompuier vendors -- Cray Research, Cray Compuier, and (for

historical purposes) Control Data Corporation (and iis supercompuler subnidiary, ETA
Systems), and perhaps 1BM and Convex;

Japanese vector supercomputer vendors -- Fujitsu, Hitachi, and NEC; and

Parallel supercomputer vendors -- current market participants such as intel, MasPar,
nCUBE, and Thinking Machines, plus anticipated new entrants, including 18M, Cray
Research, Convex, and Japanese and European companies. :

We do not anticipate any future European participation in the vector supercompuler market; indeed,

European vendors have all but disappeared from the mainframe business as well, except as remarketers of
U.S.- and Japanese-architected systems. ‘

IEAENG S BT T T U
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Supercompuler usage has shown dramatic growth in the 1980s, first in U.S.-made vector supercomputers, then in -
their Japanese-made counterparts, and most recently in parallel systems. However, growth rates typically decrease

over time, although the rate of decrease can be cut by government initiatives, such as the proposed Federal HPCC
Program, which stimulate innovation and new applications.

Assumption #2; We assume that the signs of maturity which have been observed in the market for vector
supercomputers since 1988 will become even more evident in the latter 1990s, after the current generation of
Japanese supercomputers and the next generation of U.S. vector supercomputers, the C-90 from Cray
Research and the Cray-3 (and 4?) from Cray Computer, have had their day (see Exhibit IV-9).

Exhibit 1V-9; Growth Rates for Vector Supercomputers, Scenario A -
(installed peak megaflops)
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Apart from market maturity, we expect that sales of vector supercomputers will decline in the late 1990s because
of the increasing popularity of parallel supercomputer systems which offer superior price/performance and
overall performance — the largest parallel systems will exceed 1 teraflops (1,000 gigatlops) by the year 2000.
Assumplion #3: We assume that the recent success of parallel supercomputers in certain applications will ex-
“pand to other areas once the technical difficulties with programming and algorithins are overcome. When that
happens, usage of parallel systems will increase significantly (see Exhibit 1V-10).
vth Rates for Parallel Supercomputers, Scenario A
(installed peak megaflops)
90% V
70% T ) \\\'——-‘-"=’-—--‘6
50% T
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Since 1980, the price/performance (as measured in $/peak megaflops) of U.S.-made vector supercomputers has
improved - that is, decreased -- at an average rate of just over 15 percent per year. Over a shorter period,
Japanese-made vector supcrcompulers have shown more than 30 percent average annual price/performance
drops, much of that being: the result of the recent introduction of "second generation” Japanese supercomputers.
The price/performance of parallel systems has not changed much in the few years since their commercial

introduction, but it is much lower than that of vector systems to begin with. In the coming years, it will also begin
to fall.

Assumption #4; We assume that the price/performance of vector supercomputers will continue to improve,
albeit at slower rates after 1995 because of a shift in R&D focus toward parallel systems. We also assume that
the price/performance of parallel systems will improve at an accelerated rate after 1995 (see Exhibit 1V-11).

: $/PEAK MEGAFLOPS
_Exhibit IV-11: Price/Performance  $100,000 T
for Supercompulers, Scenario A :
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Despite the decrease in price per megaflops, average prices for supercomputer systems have actually increased a
few percentage points per year historically. One reason for this is inflation. Another is that average system size has
grown significantly, not only because of advances in component technology, but especially because of expanded
use of multiprocessing — that is, parallelism. We expect these trends lo continue in veclor supercomputers,
although at a slowed rate of increase in processing power after 1995, due lo limitations in circuit speed. For
parallel systems, on the other hand, technological advances should lead to accelerated growih rates in processing
power, especially in the latter part of the decade.
Assumption #5; We assume that the average processing power per vector supercompuler system will con-
linue to grow, albeit at decreasing rates. For parallel supercomputers, we assume a significantly higher rate of
processing power growth than in veclor supercomputers (see Exhibit 1V-12).
' ' PEAK MEGAFLOPS
Exhibit IV-12: Average 1,000,000 Tetsesssoaas saszzzzes
Supercomputer System,
Scenario A 100,000 fozzozozzcsc::
10,000 {:z22z33255r22
*= LS. vector supercomputers
*0» Japanese vector supercomputers
=+* Parallel supercompulers . . =
100 ——t————————t—t—t————————{
1980 1985 1990 1995 2000
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Like other devices, supercomputcr systems do wear out. More commonly, however, they are retired, because they
have become obsolete. Newer systems are more reliable, easier to maintain, more power(ul, and easier to use. Even

desktop systems may approach the processing power of supercomputers two or three generations past, so Mhey are
preferable to old supercompuicrs (but not necessarily new ones).

Assumption #6: We assume that retirement rates for supercomputer systems of all types will foliow historical
patterns exhibited by U.S.-madc vector supercomputers.

These éssumplﬁons are sufficient lo generate a projection of supercomputer usage for the next ten years.
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As shown in Exhibit IV-13, Japanese vector supercomputers will overtake their US. counterparts in terms of total
installed peak processing power by 1992. The reason, in large part, is that the latest generation of Japanese super-
compulers have rated peak speeds which are significantly higher than those of American vector systems (see
Exhibit IV-12). This explanation is confirmed by Exhibit IV-14, which shows the U.S. vendors holding onto the lead
in the number of installed vector supercomputer systems until the end of the decade.

PEAK MEGAFLOPS Exhibit 1V-13; Installed Peak Megaflops, Scenario A
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Exhibit 1V-14; Installed Supercomputer Systems, Scenario A
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As a kind of “reasonability check” on this analysis, we calculated the average prices tor the three classes of super-
computer systems used in this scenario. As shown in Exhibit 1V-15, the average price tor o U.5.-made vector super-
computer will double by the year 2000, which is consistent with growing R&D costs and with expert projections
that the price of the largest sysiems will increase from their present level of about $2ih million to more than $40
million. (The actual price increase will be substantially less, because the pricing mudel used here has a built-in
inflation factor of about 3 percent per year as a result of using “current dollars™ in all price data going back to
1980.) The price of Japanese-made vector systems, however, will not increase as much, primarily because they are
expected to lag behind U.S. systems in the degree of parallelism. The average price ol parallel systems, on the
other hand, will increase dramatically, as the largest systems approach the terallops (1,000 gigaflops) level by the

~end of the decade.
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Although this scenario clearly shows the flowering of parallel Supercomputing, megaflops shipments for vector
systems will begin to fall off after 1995 (see Exhibit IV-16). This decline in shipments, coupled with continuing
improvements in price/ performance, will result in a downturn in revenue for vector supercomputer systems (see
Exhibit IV-17). There is litile chance of escaping this: the intense compelition among the Fujitsu, Hitachi, and NEC
will virtually insure that the price/performance of Japanese supercomputers will continue to fall as fast as the

technology permits, and U.S. vendors will have no choice but to attempt to match the Japanese in worldwide
markets.

Exhibit 1V-16: Supercomputer Megaflops Shipments, Scenario A
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$ MILLIONS Exhibit 1V-17; Supercomputer Revenues, Scenario A
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As a result of this trend, we expect that companies which now focus‘on vector supercomputers will shift to parallel
supercomputers in the latter 1990s -- that is, if they can afford the development costs. Based upon the size and
resources of the Japanese companies (see Exhibit I1I-1), we have little doubt that they will be able to do this -- and
judging from recent press announcements of an impending MITI-sponsored research project in massively parallel
systems, they will also have the technology base and the impetus to do so. But we are concerned that the narrower
base of U.S. vendors will not allow them to keep pace -- which lends an element of urgency to the Federal HPCC
Program. '

To cbmplete Scenario A, we now turn to anticipated changes in usage patterns over the coming decade. As shown
in Exhibits IV-18 and 1V-19, we project increasing usage, but at declining rates of growth, which is typical of a
maturing market. The academic decline is the most severe, reflecting the absence of strong Federal support, such

- as would be provided by the proposed HPCC Program. Industrial usage will provide the principal strength in the

supercomputer market, but even that will be weakening in the later 1990s, unless an HPCC Program is imple-
mented to develop new applications and to infuse computational science into the industrial R&D process at a
more rapid rate than is now occurring,

-n
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Ex ibit 1V-18; 1 s Exhibit 1V-19: Growth Rates for
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The final aspect of Scenario A is shown in Exhibits 1V-20 and 1V-21, which focus upon U.S., European, Japanese,

and other nations' usage’of supercomputers. Once again, the outlook is rather bleak for America, with Japan sur-
passing the U.S. in total number of installed supercomputer systems by 1997.

Exhibit IV-20; Installed Supercomputer Systems, Scenario A Exhibit IV-21: Growth Rates for
- ‘ Installed Supercomputer
SYSTEMS Systems, Scenario A
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To summarize Scenario A, we project that:

Installed supercomputer processing power (measured in peak megaflops) will increase more than
125-fold over the next decade (as compared with nearly triple that rate in the 1980s). Of the 176 million

- peak megaflops installed in the year 2000, 90 percent will be in parallcl systems.

The average system peak processing power will increase about tenfold {or vector supercomputers -- to
about 12 gigaflops for U.S.-made systems and about 38 gigaflops for Japancse-made systems -- and
about sixty times for parallel systems — to more than 600 gigaflops. The average price will be about $25

million for U.S.-made vector supercomputers, $16 million for Japanese-made veclor supercomputers,
and $35 million for parallel supercomputers.

The average supercomputer price/performance will improve by a factor of 25 over the decade. A small
part of this will come from price/performance improvements in the various types of supercomputer

< systems, but most of it will come from increasing usage of parallel sysicms, which have better price/

performance than vector systems.

Total processing power shipments (as measured in peak megaflops) will continue to grow throughout
the decade, but growth rates for vector supercomputers will drop, causing revenues for vector systems
to peak (at almost $3 billion) in 1998. Megaflops shipinents for parallel systems will grow much faster

than those for vector systems throughout the 1990s, and annual revenues for parallel systems will
exceed those for vector systems by 1999.

. COntinucd on riext page
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*  The number ol installed supercomputer systems will more than tripl
shows how this installed base will be divided, as compared with today.

Exhibit 1V-22: Installed Sufp ercomputer Systems, Scenario A

=

o

2ource , 1990 2000,
U.S. veclor supercomputers 347 (57%) 640 (34%)
Japanesevector supercomputers 183 (30%) 669 (36%)
Parallel supercomputers 81 (13%) 552 (30%)
User '
Government 174 (28%) 463 (25%)
Academia 130 (21%) 402 (22%)
Industry 250 (41%) 833 (45%)
In-house 57 (9%) 163 (9%)
U.S. 301 (49%) 683 (37%)

. Europe 115 (19%) 345 (19%)
Japan 174 (28%) 768 (41%)
Other 21 (3%). 65 (3%)
TOTAL . 611 1,861

Of course, things don't have to turn out this way: for example, consider Scenario B.”

e by the year 2000. Exhibit 1V-22,
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SCENARIO B

As suggested above, the differences between Scenario A and Scenario B are in:
*  Direction of HPC development and utilization and
¢ . Rate of change in HPC development and utilization

- as aresult of the Federal HPCC Program. As in Scenario A, we focus upon supercomputcrs.

Aﬁummm_n_iﬂ. Supercomputers are grouped the same as in Scenario A:
e US. vector supercomputers

o  Japanese vector supercomputers, and

¢ - Parallel supercomputers.

R A R —=

Gartner Group, Inc. . 102



- IV - The HPC Arena

T Tym———

gi' ' o 'SCﬁNAﬁ}B | | @

Assumplions #2 and #3; We assume that demand for supercomputer systems of both the vector and parallel
varieties will be increased (above that in Scenario A) by the HPCC Program components concerned with
"Evaluation of Early Systems” and "High Performance Computing Research Centers." All funding for "Early
Evaluation” (amounting 1o $137 million over five years) will go toward the purchase of parallel super-
computers, while funding for "Research Centers" ($201 million over five years) will be used for (U.S.-made)
vector supercompulers and parallel supercomputers, tending more to the latter over time. We also assume

that Federal funding in these areas will precipitate increased state government expenditures as well, albeit at
lower levels.

Although all of these systems would be installed in academic and government facilities (mostly the former),
we also postulate increased industrial demand for supercomputer systems in Scenario B, resulting from
erosion of the obstacles cited in Chapter 111 by the education and networking components of the HPCC
Program as well as the "technology transfer” components of the Program. Here, the emphasis will be 'more on
(U.S.-made) vector supercomputers in the near term, although parallel systems will also gain popularity in the

industrial sector in the late 1990s, as a result of academic and government laboratory development efforts
supported by the HPCC I'rogram. -

In this context, therefore, the net effect of the Federal HPCC Program would be to:
*  Stimulate (U.S.) demand for supercomputers; and
*  Accclerate the rate of development of parallel supercomputers.

Combining these increments with the Scenario A "baseline” (given in Exhibit IV-22) yields the following Scenario B
projections. o
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Exhibit 1V-23; Installed Supercomputer Systems in the Year 2000, Scenarios A and B

Scenario A Scenario B
Source
U.S. vector supercomputers 640 (34%) 751 (35%)
japanese vector supercomputers 669 (36%) 669 (31%)
Parallel supercomputers 552 (30%) 750 (34%)
| User
Government 463 (25%) 488 (22%)
Academia 402 (22%) 518 (2:1%)
Industry 833 (45%) 984 (45%)
In-house 163 (9%) 183  (H%)
u.S. 683 (37%) 995 (16%.)
Europe 345 (19%) 345 (16%)
Japan 768 (41%) 768 (35%)
1 Other 65 (3%) 65 (3%.)
TOTAL 1,861 2,173

Gartner Group, Inc.
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Assumption #5; We assume that the average peak processing power per vector supercomputer system will
continue to grow at the same rates used in Scenario A. For parallel supercomputers, we assume that the peak

processing power per system will grow more rapidly than in Scenario A, with the largest systems exceeding 1
teraflops by 1996 (see Exhibit 1V-24),

Exhibit IV-24: Peak Megaflops per Parallel Supercomputer System, Scenarios A and B
PEAK MEGAFLOPS
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Assumption #6; We assume that retirement rates for supercomputer systems of all types will be the same as
in Scenario A. _

As for Scenario A, these assumptions are sufficient to generate a projection of supercomputer usage for the next 10
years. :

Exhibit 1V-25; Installed Peak Megaflops, Scenario I}
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The differences between Vxhibit 1V-25 and the corresponding exhibit (IV-13) for Scenario A appear rather slight,
but this is because of the logarithmic scale used on the vertical axis. Actually, Scenario B shows a 250 percent gain
in installed supercomputer power: 22 percent more peak megaflops in U.S. vector supercomputers and almost
triple the peak megaflops in parallel supercomputers. As shown in Exhibit 1V-26, the former number will be suf-
ficient to keep U.S.-made wvector supercomputers ahead of the Japanese competition in terms of installed systems --
- assuming, of course, that the Japanese do not establish a counter-initiative to the U.S. HPCC program -- but what

is more significant is the impact upon parallel systems usage: nearly 36 percent more systems of this kind will be
installed by the year 2000 under Scenario B, as compared with Scenario A. '

SYSTEMS | Exhibit 1V-26: Installed Supercomputer Systems, Scenario B
.800 T "0 U.S. vector supercomputers
700 + o _
0= Japanese vector supercomputers -
600 +
¥ Parallel supercomputers
500 1
Scenario A
400 1 800 -
300 + 600 -
200 + 400 J
100 4 200
0 emme $ 04 1
1980 1985 1990 1995 2000 1960 1985 1990 1995 2000

Gartner Group, Inc. 109



aE

SCENARIO B -
IV - The HPC Arena

-
'

The average price of (U.S.) vector supercomputer systems will be about 10 percent less under Scenario B (see
Exhibit 1V-27), thanks to the aforementioned economies of scale in production, but the average parallel super-
computer will cost as much as 30 percent more during the decade, decreasmg to about 7 percent by the year 2000
(see Exhibit 1V-28). (However, note that, as in Scenario A, these prices are in “current dollars,” which assume about -
3 percent per year inflation.) The reason for the latter is accelerated development of parallel systems technology
under the HPCC Program, which will make possible the construction and -- more important -- the efficient utili-
zation of significantly more powerful systems with larger-scale parallelism.

Exhibit IV-27; Average U,S, Vector Exhibit IV-28; Average Parallel
Supercom Pri ri B Supercomputer P'rices, Scenarios A and B
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‘The increase in U.S. supercomputer demand as a result of the HPCC Program will provide a 43 percent boost in
U.S. vector supercompuler peak megaflops shipments in the year 2000, as compared with Scenario A, although
signs of a maturing market will remain. For parallel systems, the increase in shipped megaflops will be even
greater: a whopping 166 percent over Scenario A in the year 2000 (see Exhibit 1V-29). These increases will translate

into a 28 percent revenuc improvement (over Scenario A) for vector systems and a 60 percent improvement in
parallel systems revenue (sce Exhibit 1V-30).

Exhibit 1V-29: Supercomputer Peak Megaflops Shipments, Scenario B |
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5 Exhibit 1V-30; Supercomputer Revenues, Scenario B
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As shown in Exhibit 1V-31, the 11PCC Program will raise academic usage of supercomputers above that in the
government by 1997: a gain of more than 30 percent above the Scenario A level. Government usage will also be
expanded in Scenario B, but by only about 6 percent above Scenario A. Industrial usage will be 18 percent higher,
and in-house usage about 12 percent more in Scenario B. This will be accomplished with very small changes in
growth rates, ranging from about one percentage point higher for government to just over five percentage points
higher for academia. co .
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However, as comparcd with Scenario A, the overall growth rate for U.S. supercomputer installations will be
increased by 50 percent in Scenario B, which will result in the dramatic improvement in the U.S. position shown in
Exhibit IV-32. U.S. leadership in supercomputer usage will be maintained, and this, in turn, will have asignificant
effect upon the economy as a whole, as will be explained in Chapter V.

Gartner Group, Inc. : , | 115



) | : () | “,,,

SCENARIO B |
L IV - The HPC Arena
Exhibit 1V-32; Installed Supercomputer Systems, Scenario B
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To summarize Scenario B, we project that: Co

Installed supercomputer processing power (measured in peak megaflops) will be increased by a factor
of over 300, to more than 440 million megaflops, by the year 2000. (Large as this may seem

tha ~emeartle
ol LUVUUV. S0 S lay OTCILl, UiT slUWlll

rate for the 1990s will be slightly less than that in the 1980s.) Of this, about 96 percent will be in parallel
systems. ' '

In the average system, peak processing power will increase about tenfold for vector supercomputers --
to about 12 gigaflops for U.S.-made vector systems and about 38 gigaflops for Japanese-made vector
systems -- and nearly 125-fold for parallel systems -- to more than 1 teraflops. U.S.-made vector
supercomputers will cost an average of $22 million, Japanese-made vector supercomputers about $16
million, and parallel supercomputers slightly less than $38 million.

The average supercomputer price/performance will improve by a factor of 55 over the decade. -

Total processing power shipments (as measured in peak megaflops) will continue to grow throughout
the decade, but parallcl supercomputers will begin to displace vector supercomputers by 1995. Annual
worldwide revenues for the latter will top out at just over $3 billion in 1999, while revenues for parallel
systems will be $5 billion by 2000. ‘ ' .

The number of supercomputer systems installed worldwide will approach 2,200 by 2000, with private
industry (including in-house systems used by supercomputer vendors) accounting for more than half,
The U.S. will lead the world in supercomputer usage with almost 46 percent of all installed systems.

Gartner Group, Inc.
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HPCC PROGRAM IMPACT

A comparison of Scenarios A and B shows that the Federal HPCC Program will result in significant differences for
the supercomputer industry in the year 2000:

e 39% greéter supercomputer revenues;
»  Almost 3 times more megaflops shipped;
*  Almost 2.5 times more .megaﬂops installed; and

e 17% more systems installed.

Gartner Group, Inc.
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Perhaps most significant of all is the projected impact of the Federal HPCC Program on industry revenues (see
Exhibit 1V-33): '

Under Scenario B, the cumulative supercomputer industry revenues

for the 1990-2000 period will be
$10.4 billion

greater than under Scenario A.

This represents a 28 percent increase over Scenario A. It is more than five times greater than the projected $1.917
billion expenditure for the 1I’CC Program. : _

In addition, there would be increased revenues in other segments of the High Performance Computing industry as
well: minisupercomputers, workstations, networking systems, and software. We have not calculated these in-
creases, but we are confident that their total will be considerably greater than the impact upon the supercomputer
industry. (At present, worldwide minisupercomputer revenues are about half those for supercomputers, as are

revenues for mainframes with auxiliary vector processors. Revenues for high performance workstations are about
$4 billion.) N
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. Exhibit IV-33; Worldwide Supercomputer Revenues, Scenarios A and
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Exhibit 1V-34: Worldwide Installed Exhibit 1V-35: Worldwide Installed
Peak Megaflops, Scenarios A and B Supercomputer Systems, Scenarios A and B
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As explained earlier, we expect that academia and (to a lesser extent) government will be the direct beneficiaries of
HPCC Program funds for prototype evaluation and HPC research centers. In particular, we project that the HPCC
Program will increase the number of supercomputer systems in academic use by the year 2000 by nearly 30 per-
cent and the number in government use by more than 5 percent over what would otherwise be installed. Industrial
usage (excluding in-house systems used by supercomputer vendors for their own R&1), markeling, etc.) will be
boosted by about 18 percent, and the total number of supercomputer systems installed in the United States will be
increased by 46 percent. As shown in Exhibit IV-32, this should be sufficient to keep the U.S. ahead of Japan in
. supercomputer installations, barring a major Japanese initiative to expand their usage as well. Looking at the

. Situation another way, if the HPCC Program is not funded, Japanese supercompulter usage will surpass that in the
U.S. by 1997 (see Exhibit IV-20).

In terms of the kinds of supercomputers deployed, Scenario B shows an increased usage of parallel systems, in line
with our initial assumptions, although in both Scenarios we project that parallel sysiems revenues will exceed
those of vector systems around 1998. But in terms of the parallel systems component of installed systems (see
Exhibit 1V-36), there is a larger difference between Scenarios A and B: almost 17 percent more systems will be in-
stalled in the year 2000 under Scenario B as compared with Scenario A. And we would expect that the differences

between these two scenarios will sharpen even further after the turn of the century, because the results of the
HPCC Program will continue to “trickle-down" for a long, long time.
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Exhibit 1V-36; Installed Supercomputer Systems by Type, Scenarios A and B
Sceiiario A ' Scenario B
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The distribution of computer systems among user groups -- government, acadenva, industry, and in-house --
_.varies only a small amount between Scenarios A and B. The principal difference is increased academic usage in

Scenario B as a result of increased funding for HPC Research Centers under the 11I'CC Program (see Exhibit
CIV- 37) (Of course, government and industrial usage would increase, too, but not as much.)

Gartner Group, Inc.
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~ Exhibit 1V-37: Installed Supercomputer Systems, by User

SYSTEMS Scenario A  SYSTEMS Scenario B
_ "
2400 2400

1800 + . '.‘i:;".::i: | 4 |

1200 +

il e H

i

il
3

600 g

1990 . 1995 2000 | 1990 -~ 1995 - 2000

Government [0 Academia ] Industry | M In-house

Gartner Group, Inc. 125



) o 4

Ry

HPCC PROGRAM IMPACT
, S 1V - The HPC Arena
it 1V-38; Il ms, by Country
Scenario A “ Scenario B
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We have not posited alternative scenarios for Japanese and/or European programs in HPC, because we regard .
Japan to be in "Scenario B made” already, and it is much too soon to judge whether or not the recently-proposed
EEC program in HPC will actually be established*. However, some additional foreign response -- "Scenario C?" --
to a U.S. HPC initiative is likely, because the history of French, German, and Japanese government investment in
R&D has been strong and stable. But if that were to happen, a U.S. counter-response, especially in the form of an
even greater increase in HI’CC funding than that proposed by OSTP, would probably be inappropriate because of
limitations on our own abilily to absorb additional funds and to deploy additional resources effectively.

On the other hand, we generally concur with the HPCC Program, as articulated in the OSTP proposal of
September 8, 1989, as the minimal reasonable government response to forestall the undesirable eventualities we
foresee in Scenario A. We have not considered any other alternalives, such as partial HPCC funding, because we

believe that there are “critical mass" and "synergy" principles which apply here. Therefore, any partial funding
scenarios are likely to be equivalent in effect to Scenario A: that is, no funding at all.

*Cf. Report of the EEC Working G roup an High-Performance Computing; Commission of the European Communities, 1991.
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V - HPC APPLICATIONS
| V- HPC Applications

This chapter provides two scenarios depicting the next ten years in High Performance Compuling. It is arranged
in two sections, as follows:

s Productivity - explains the expected penetration of supercomputing into major industry
* groups and describes the projected impact of the Federal HPCC Program on the United
States economy over the next ten years.

e  Technological Leadership - describes the degree of HPC sophistication in various
technological application areas, at present and in the year 2000.

—— o
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PRODUCTIVITY

The projected $1.9 billion cost of the Federal HPCC Program would probably be justified by the Program's
projected impact on just the information industry alone: at least $10.4 billion in increased supercomputer industry
revenues, plus corresponding revenue growth in other HPC segments and inestimable gains from increased
vitality throughout the U.S. information industry as a result of "trickle-down." But even if this impact were nil, the
Program would be more than justified by its likely benefits to users of HPC:

* Significantly improved ability of industry to bring quality products and services to market
quickly; and :

~* Greatly enhanced ability of U.S. scientists and engineers to meet the "Grand Challenges" and
realize the other applications opportunities described in Chapter 111. '

The first of these can be characterized as improved R&D productivity (which ultimately means ifnproved overall
productivity), and the sccond as enhanced technological leadership.
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Ourinterviews of R&D managers in various industries which use HPC indicate that major gains in R&D produc-
tivity can be realized if the supercomputing capabilities which are projected for Scenario B in the preceding chap-
ter do indeed come to fruition. Of course, these capabilities must be accompanied by commensurate improvements

in other harder-to-quantify aspects of HPC usage - software, networks, and (especially) trained people (see

- Appendix H) -- for this realization to occur, but there is unanimity that there will be significant benefits for HPC
" users. Naturally, the timing and projected levels of productivity gains vary considerably across different indus-

tries, but there is a surprising similarity in the expected gains at different companics -- at least, those we inter-
viewed — within the same industry.

After translating the projected gains in R&D productivity to overall corporate produclivity (based upon the ratio
of R&D expenditures to total corporate spending), the variations in projected impact of the Federal HPCC
Program in different industrial sectors appear to be related to the relative sophistication of these sectors in the

application of HPC. Exhibit V-1 shows the expected increases in overall productivity over the coming decade in
five industrial sectors.

‘Gartner Group, Inc,
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Exhibit V-1: Projected Annual Productivity Increase, 1990-2000
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The expected impact of the Federal HPCC Program in each of these industrial sectors can be derived from Exhibit

V-1 by subtracting the Scenario A estimates from the Scenario B estimates in each scctor. The results are shown in
Exhibit V-2.

Gartner Group, Inc. ' : : 134



t

% o | PRObUCﬁITY - | Q

———— nn

.. V:-HPC Applications -

Exh_ibit V-2: Annual PrOduclivity Increases Resulting from HPCC Program, 1990-2000
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The projected increase in R&D productivity is lowest in pharmaceuticals, which we take to be a consequence of the
fact that pharmaceutical firms have only recently begun to invest heavily in HPC 1o support their research activity.
. Hence, we would put this industry at point "A" in Exhibit E-2 from Appendix E (duplicated below as Exhibit V-3),
- meaning that the really dramatic improvements are well into the future: that is, in the next century. This was also
the opinion expressed by the R&D managers we surveyed in the pharmaceutical industry. (In the context of this
study, we also feel that it is significant that the first pharmaceutical company to purchase a supercomputer, Eli
Lilly & Company, did so as a consequence of its participation in the programs of the National Center for Super-
computing Applications at the University of Illinois. NCSA was established with Federal support, and its activities
are precisely the kind which the proposed HPCC Program is intended to mulliply and leverage.)

- e o
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‘ Cxhibit V-3 Timing of Technological Investment
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The chemical industry is next up the scale of sophistication in HPC application, perhaps at point “B," and this is
reflected in the fairly ambitious growth expectations. After chemicals comes the electronics industry, which is
somewhere around point "C." Thus, the optimistic projection of productivity increase in clectronics is somewhat

less than that for chemicals, but the conservative projection is greater. This paticrn is repeated as we move on to
the next sector, aerospace, which is also somewhere in the "C" to "D" range.

However, the interview results contain a "surprise" in petroleum. This sector, which rivals acrospace as the most
. sophisticated in its application of HPC, is projecting a rather large increase (relative to the other sectors) in R&D
- and overall productivity resulting from the Federal HPCC Program. The reason was ¢vident in our discussions
with the R&D managers: the petroleum companies are eagerly looking forward to exploiting the potential of
highly-parallel HPC systems, probably more so than any other industry at present. They feel that they are
approaching the point of diminishing return (point "D") on the technology curve for vector supercomputers, so
they are préparing to jump to the "high growth” region (point "B") on the parallel computing technology curve (see’

Exhibit V-4). They expect that this will eventually enable them to develop applications which would be otherwise
unattainable.

This illustrates another important benefit of the proposed Federal HPCC Program: helping users and vendors to
identify promising new technologies (some of which, we trust, have also been nurtured through the "pre-

competitive" stage with Federal support) and to migrate to them in a timely manncr -- that is, as they are entering
the "high growth" stage between pomts "B"and "D."

S . e e
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Exhibit V-4; Cascading Technology Curves
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Although these projected productivity increases amount to only a few percent per year, their cumulative effect can
be quilté significant at the national level. Within the companies themselves, R&1) is typically a highly-leveraged
expenditure, which means that a relatively small improvement can have huge conscquences, especially in today's
intensely competilive markets. Also, because of the interlocking structure of various industrial sectors, a change in
productivity in one sector can be quickly and deeply felt in several others. :

Econometric models of the "input-output” type are especially suited to tracking these phenomena, which is why
such a model was selected to extrapolate the above interview results to the U.S. economy as a whole. As described
in Appendix B, the model used was the University of Maryland's Long-term Interindustry lForecasting Tool (LIFT),
~. one of the most respected econometric models available. To drive the model, we estimated the impact of the
Federal HPCC Program in all of the more than 60 economic sectors encompassed by that model, based upon our

- knowledge of the relative sophistication of HPC usage in these sectors and the results of our survey of the five
industrial sectors identified above.

Exhibit V-5'shows the projected usage of supercomputers in various industrial seclors in the year 2000 under
Scenarios A and B. As stated before, the principal impact of the HPCC Program will be upon the rate at which
HPC permeates various applications, so the usage patterns under the two scenarios arc quite similar. Where HPC
usage is well-established and (therefore) comparatively sophisticated -- as, for example, in petroleum, aerospace,
energy, and weather — usage growth rates are relatively stable, so the impact of the HIPCC I'rogram is expected to
be less dramatic than in applications areas where HPC usage has taken hold more recently: for example, auto-
motive, electronics, and (especially) chemical and biological applications. Likewise, growth rates in supercomputer
usage will be stronger in the latter applications areas under both scenarios. Where the HI’CC Program is likely to
have the greatest impact -- albeit perhaps not until after the year 2000 -- is in applications arcas where HPC usage

is presently very small, or even non-existent. Some possible examples are the food processing industry and service
industries such as finance, transportation, construction, and entertainment.

L - - R e e il
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Exhibit V-5; Year 2000 Installed Industrial
Supercomputer Systems, Scenarios A and B

SYSTEMS

84

209

100

120

9
55
107

39

142

%
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Total
950

M Petroleum

Aerospace

i) Energy

Automotive

i Electronics' :

[ Weather

B Chemical/Biological
[ Service Bureaus

B Other

Total
1,140

e

Scenario B

N

-

7

SYSTEMS

9

242

125
154
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72

125

39

183
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The projected productivity increases in the various industrial sectors were used (o drive the econometric model.
As described in Chapter IV for The HPC Arena, the impact of the Federal HPCC Program was determined by sub-
“tracting the model results for Scenario A from those for Scenario B. Actually, two Scenario B model runs were
- made: one using the "conservative" estimates of productivity improvement, the other using the "optimistic”
.* estimates. Thus, we are fairly confident that the actual impact of the HPCC Program will fall within the range
defined by these two estimates. (See also Appendix B for more details of the methodology.)

.

-

il T —————
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The principal result of this modeling study is this:

The proposed Federal HPCC Program will increase |

the Gross National Product (GNP) of the United States by

$172.5 to $502.6 billion

over the next decade.

Gartner Group, Inc. |
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This increase, which is given in 1982 "constant dollars," is relatively small in that it represents 0.4 to 1.1 percent of

. the GNP, but it is a very large payback -- at least, 138 to 1 -- on the investment. (In 1982 constant dollars, the $1.917

- billion projected expenditure for the Federal HPCC Program is equivalent to about $1.25 billion.) Moreover, the
difference between Scenarios A and B grows throughout the decade, which means that at the beginning of the 21st

- century, the U.S. GNP will be $28.9 to $83.9 billion ( 0.58% to 1.70%) greater if the Federal HPCC Program is
funded (see Exhlblt V-6). .
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"Exhibit V-6: United States Gross National Product, 1991-2000
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The model runs predict that other economic indicators will also be affected positively by the HIPCC Program. For
instance:

Over the next decade, the proposed Federal HPCC Program will:

> Increase Personal Consumption by $101.8 to $280.6 billion;
* Increase Gross Private Domestic Investment by $57.5 to $199.2 billion;

* Increase Gross Exports by $8.4 te $30.6 billion and Net Expeorts (less Imports) by
.+ $3.2to $22.8 billion; - |

* Lower average annual inflation by .016 to .044 percentage points; and
Decrease the Federal deficit by $74.7 to $190.3 billion.

(These numbers are all given in 1982 constant dollars.)

L — e o
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In the year 2000, the Federal HPCC Program would result in the following changes:

 Personal Consumption: up $16.2 to $44.4 billion (0.54% to 1.47%);

v -
»t

* Gross Private Domestic Investment: up $8.5 to $25.7 billion(1.02% to 3.10%)

.
’

* Gross Exports: up $3.4 to $12.5 billion (0.34% - 1.25%);

* Imports: down $0.73 to $1.23 billion (0.10% - 0.16%);

Net Exports: up $4.2 to $13.8 billion (1.68% - 5.65%); and

Federal surplus: up $12.9 to $30.8 billion (27.38% to 65.26%) as a result of
decreased government spending.

(These numbers are all given in 1982 constant dollars.)
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The only modeling result which might be interpreted as negative is that the Federal 111'CC Program would in-
crease unemployment by 0.11 to 0.40 percentage points (on a 4.67% base) in the year 2000. This represents 0.16 to
0.56 million people (6.49 million base). Obviously, this is a direct result of increased (by 0.78% to 2.40%) labor
_ productivity in the private sector. However, the model predicts that the greatest impact on employment will be in

. the "Professional, technical, and related workers" category, where there is a chronic labor shortage (see Appendix
H), so this is actually good news.

L

_,C';(atlner.Group, Inc.
ehi .
i

\ 148



% - TECHNOLOGICAﬁADERSHIP o a

. V- HPC Applications

]

g e ety r————— = 9

TECHNOLOGICAL LEADERSHIP

The projected impact of the Federal HPCC Program in terms of technological leadership is much harder to quan-
tify than the productivity benefits. Nevertheless, we are confident that the effect on advanced technology will be
quite substantial, and that this will have a significant salutary effect on the U.S. economy as well. '

To'provide a qualitative estimate of the technological benefits of the HPCC Program, we again use the paradigm of

Exhibit V-3. For each of the "Application Opportunities” identified in Chapter II, Exhibit V:7 gives our assessment

of the relative level of sophistication of HPC usage. This is expressed in terms of where, relative to points A, B, C,

D, and E, the state-of-the-art is at present and where it will be in the year 2000. The benefit of the HPCC Program is
the difference in the year 2000 sophistication levels for Scenarios A and B. o
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Exhibit V-7; Level of HPC Sophistication in Applications

2000
1990
, _ Scenario A Scenario B
Materials Science o B-C B-C C
Semiconductor Design =~ ‘ B-C : C D
1 Vehicle Dynamics _ A-B B Cc
| Transportation . C - C-D D
Turbulence v B-C . B-C C
Superconductivity A A-B B
Efficiency of Combustion B 'B-C C-D
“Oil and Gas Recovery , ' CD D E
Nuclear Fusion - B B-C ‘ C
Design of Pharmaceuticals A-B B-C C-D
Structural Biology B ‘ B-C C
Human Genome A-B B B-C
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Exhibit V-7 (cont'd)
2000
1990 .
Scenario A Scenario B.

Prediction of Weather and Global
Climate Change C ¢D D
Computational Ocean Sciences C C C-D
Astronomy B-C B-C C
Quantum Chromodynamics B B 'B-C

~ Speech B-C B-C C-D
Vision B-C C D
Vehicle Signature B-C B-C C
Undersea Surveillance C C C-D
Engineering B-C C D .
Computational Chemistry B-C C C-D
Film Animation B-C C D
Bond Bidding A B C-D
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VI - CONCLUSIONS AND RECOMMENDATIONS

VI - Conclusions & Re_commendations

This chapter consists of two sections, as follows:

Conclusions - summarizes the principal findings of this study.

Recommendations - presents some additional actions, over and above those contained in

_the proposed Federal HPCC program, which in our opinion would serve to strengthen and
support that program.
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VI - Conclusions & Recommendations

CONCLUSIONS

"Prediction is Very difficult, especially about the future," as (Nobel Laureate) Niels Bohr said. Nevertheless, we are
confident that our experience in the information industry, coupled with that of the experts who have assisted us in

this study (see Appendix C), has provided the best possible basis for projecting the course of High Performance
Computing over the next decade. - :

If we follow "business as usual” (Scenario A), the future of HPC in the U.S. is uncertain at best. This is not to sa

that Japanese dominance in HPC is imminent, but the Japanese government, acting in concert with leading
Japanese computer companies, has amply demonstrated its intention to insure a strong computer Japanese
industry in general and a strong Japanese presence in HPC in particular. The Japanese governmeht has also
demonstrated its desire to encourage use of HPC in key industrial sectors, and if our analysis of the impact of HPC

usage in the U.S. is anywhere close to correct, it is very likely that this is contributing substantially to the success of
Japanese companies in worldwide markets. : ' '

On the other hand, if the United States invests in the proposed Federal HPCC Program (Scenario B), the future of
the supercomputer industry looks considerably brighter -- 28 percent more revenue over the next decade --
although its well-being will still not be completely assured. Of greater overall significance to the country would be
the marked expansion of HPC usage, which would enhance the productivity (and, hence, the competitiveness) of

American industry. The projected increase in GNP is small in terms of percentages, but very large in. terms of
dollars.
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In barest terms, we see the choice now before the nation to be a very simple one:

° Either the U.S. risks loss of leadership in HPC, which we believe to be a highly significant
_.and highly leveraged technological area (Scenario A);

*  Orthe U.S. takes the initiative to maintain and extend its leadership in HPC (Scenario B).

. Given the magnitude of the risk in Scenario A and the pmigcled return-on-investment in Scenario B -- at least 138:1
and possibly as much as 400:1 - we think that the proper path is clear:

The Federal HPCC Program, as proposed by OSTP, should be implemented as soon as possible.

In the words of Alan Kay (of Apple Computer): “The best way to predict the fli_ture is toinvent it."
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VI - Conclusions. & Recommendations

RECOMMENDATIONS

In the course of conducting this study, we have heard ideas and suggestions for strengthening U.S. activities in
HPC, over and above those proposed in the Federal HPCC Program. Although our purpose in doing this study
was not to elicit or evaluate such suggestions, we feel obliged to pass these ideas along to our Federal sponsors at
this time, in the hope that they will be considered for incorporation in this important Program in order to-further
assure its success. : '
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T gghnglpgy Transfer

- In our analysis for Scenario B, we assumed that the obstacles to HPC usage (described in Chapter 11I) will be
overcome and that the “"technology transfer" components of the HPCC Program will succeed in stimulating
industrial demand for supercomputer systems. We regard these two activities, taken together, as the single most
important element in attaining the overall goals of the HPCC Program. Indeed, one of the principal conclusions of

the conference on "Frontiers of Supercomputing I1I: A National Reassessment” which was held at Los Alamos |
National Laboratory from August 20 to 24, 1990, was that:

"High Performance Computing, as a business,
will live or die according to its acceptance by private industry."

In this regard, we believe the Federal HPCC Program, as proposed by OSTP, to be necessary but not sufficient. In
particular, we note that HPC usage is presently restricted to the very largest companies, i.e., the "Forbes 500."
Although the ‘combined sales of these companies was $3.2 trillion in 1989, that represents only about 7.5 percent of
corporate income in America. Clearly, if the U.S. is to realize the potential productivity gains from wider use of
HPC, smaller firms must be made aware.of HPC's benefits and assisted in learning how to utilize HPC's unique
capabilities. For instance, it is not unreasonable to expect that a firm with $25 million or more in annual sales could
benefit from using HPC. There are about 141,000 such firms in the U.S. They comprise less than 4 percent of the
non-farm corporations, but their combined sales represents nearly two-thirds of the U:S. corporate total. They are

also the sub-contractors and support infrastructure for the “top tier" of companies. Those are the companies that
should be targeted by a Federal HPCC Program.

—— s
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Byt haow? Wc'kz“g with thousands of rnmp:nnoe -- much lecc over 100000 -- is clearlv boevaond the scope of the

LR AVPIVA VA ) VR yNai=

HPCC Program as it is presently framed. (This is not to criticize those who formulated the program. They did an
admirable job within the boundaries, largely centering about R&D in HPC, they set for themselves. The point is
that the Program should be framed more broadly.) Fortunately, there is a model for such an undertakmg It has
been used in the United States for many years, and it has resulted in continuing produchvnty increases in the
sector where it has been used. Consequently, the U.S. leads the world in that sector. The model is the Land Grant

College system, established by the Morrill Act of 1862, plus the Farm Agent system, created by industrialist Julius
Rosenwald in the early 1900s and later taken over by the government.

What we are suggesting is the creation of the industrial equivalent of the Land Grant/ Farm Agent system to infuse
HPC technology and techniques throughout American industry. The U.S. Department of Commerce (DoC) would

be the loglcal agency to oversee this activity, and indeed, DoC has already instituted some activities of a similar
nature in recent years as a result of legislation intended to bolster American competitiveness.

This would probably necessitate additional funding, well above the $1.917 billion now projected for the Federal
HPCC Program. Parts of the existing HPCC Program might also have to be expanded if the proposed numbers of
HPC centers and networks prove to be inadequate to serve this expanded user base. But the additional funds
required would still be far below the potential payoff, and, without these additions to the HPCC initiative, the ™

chances of attaining its ultimate goal -- namely, maximum American industrial competitiveness - will be -
significantly diminished.

Gartner Group, Inc.
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Alternative E i r

In our interviews of R&D managers, the shortage of trained personnel was frequently mentioned by companies
who make and use supercomputers as the greatest barrier to the effective deployment and application of HPC in
the United States (see Appendix H). And while the allocation of $183 million for "Basic Research and Human
Resources" in the OSTP proposal was unanimously viewed as a positive step by everyone we interviewed, the
general feeling was that it will be too little and too late. The country can scarcely wait for appreciation of compu-
tational science to seep'down through the hierarchy of universities, colleges, junior colleges, and even high schools
into the minds (and hearts) of future users and decision-makers. That will take at least two generations, by which
time the competitive battles upon which our economic future depends will have become history. '

" However, in light of shrinking numbers of college-age persons in general and science/engineering majors in
particular, it is doubtful that throwing more money at the problem will really help much. More drastic steps are
" needed to accelerate the transfer of knowledge from the relatively small number of experts in HPC to not only
college students but also practicing scientists, engineers, and businesspersons. Hence, we suggest that it will be

necessary tq depart from "business as usual” in the educational system if the potential benefits from HPC are to be
realized. -

Of particular concern to us is the continuing and intensifying shortage of teachers in science and engineering,
which has been exacerbated by the tendency of recent generations of students {o eschew graduate study in favor of
a quicker return on (educational) investment by taking industrial jobs immediately after earning the baccalaureate.
(The late Robert Noyce, one of the founders of Intel Corporation, characterized this situation as "eating our seed
corn.”) Also of concern is the present pattern of limited interchange between academia and industry, in particular
the fact that the flow of information about industrial practices and innovations into academia is largely indirect,
except for the vacation employment of a few teachers in industrial laboratories and a relatively small band of

_ industrial researchers who teach evening courses at a local college or university. We think that it is imperative,
especially in HPC, that researchers from industrial and government laboratories be encouraged to return to

. teaching in order to maintain American scientific and engineering education at the highest possible quality.
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Unfortunately, many would-be teachers in the private sector lack the necessary formal credentials -- for univer-
sities, an earned doctorate, and for public schools, teacher certification -- even though they certainly possess the
expertise and the desire. Some states have moved to establish rapid certification programs for professionais
switching into public school teaching, but for the non-PhD scientist or engineer wishing to teach at the college
level the only options are accepting a sub-standard position (where the person's valuable expertise would be
largely wasted) or returning to graduate school. In both of these cases, the financial and personal sacrifices are
usually much too great, so the country’s educational and technological infrastructure continues to erode.

The Japanese, however, do things differently. As in the U.S,, nearly all Japanese students seeking an industrial
career leave the universities after earning a bachelor's or master's degree. Only those who are planning to remain
in academia as teachers or researchers pursue a doctoral course of study. But this does not mean that the others
have lost forever the opportunity to earn a doctorate; many of them go on to earn a rombun hakase ("thesis doctor")

degree from a Japanese university. (Japanese Ministry of Education statistics indicate that more than 60 percent of
the doctorates awarded in Japan are of this type.) '

Here's the way the rombun hakase system works. After establishing a reputation as a researcher in an industrial
setting, a Japanese engineer or scientist can submit a thesis to the university of his (or, occasionally, her) choice.
This need not be the alma mater where undergraduate study was done, but the thesis is.not simply "thrown over
the transom” either. Careful cultivation of relationships precedes the thesis submission, so that several "key" -- that
is, senior and politically powerful -- members of the faculty are familiar with the candidate’s qualifications. The
thesis itself may consist simply of a collection -- three is usually enough — of papers the candidate has published in
internationally-refereed scholarly journals, or it may consist of a special research report prepared under partial
supervision of some member of the faculty. In any event, if the thesis (and the candidate) are deemed worthy, the
degree is granted forthwith — no courses, no residency, no examinations, and only a modest fee paid as a courtesy
to the professors who read and approve the thesis. ‘
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A significant number of Japanese industrial scientists and engineers who earn their doctorates in this way
eventually return to academia -- typically, in their 40s or 50s -- as professors, and apparently their "status” is the
same as those who completed traditional "course doctor" programs. (There is no easy way to tell which way a
professor earned his degrees, and it is impolite to ask.)

This system has its origins in Europe, where similar practices may still exist, but the closest thing to it in the United
States is found in the non-residential (and generally non-accredited) colleges which award credits toward degrees
based upon students' "life experience.” Despite long-standing efforts to give legitimacy and even accreditation to
the more reputable of these institutions, most of them are regarded as little more than degree mills. But the fact

that they exist at all gives testimony to the need for an alternative to formal classroom graduate education in
America.

Hence, we‘suggest that established and accredited American universities adopt some version of the Japanese
rombun hakase system. If this were to happen, a number of benefits would result:

(1) The number of persons with science/engineering doctorates could be quickly increased
with essentially no change in the resources required. The quality and quantity of such
doctorates, however, would remain under control of the universities.

(2) Academic-industrial technical exchange would become more of a two-way street, with
quick and direct feedback in both directions.

(3) Industry would have an added incentive for building good relationships with local

academic institutions, and the latter would gain broadened industrial support through
increased numbers of loyal alumni. : ' :

(4) “Graduation fees" could even provide a modest financial windfall for universities.
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The principal disincentive for establishing such a practice in America is resistance to change. Universities would

have to openly admit that there are other, perhaps even better, ways of acquiring knowledge than sitting for a

certain amount of time in a classroom. And given the notorious nature of university politics, such a radical step

would be impossible' unless there is a very strong external push behind it. To be specific, a modest amount Federal
-"seed money" should be allocated to convince a few "key" universities - a handful whose reputahon is beyond
- reproach — to adopt the idea, after which others would probably cave in and follow their lead.

Another dlsmcenhve might lie in reluctance to imitate the ]apanese but that is a form of false pride that the U.S.
‘can no longer afford.
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Monitoring and Evaluali

To some extent, evaluation and feedback may be implicit in the envisioned management structure of the Federal
HPCC Program, under which an HPC advisory panel would be formed to help OSTP and the FCCSET Committee
on Computer Research and Applications monitor the progress of the Program. However, we believe that a full- .
time monitoring and evaluation effort is more appropriate, given the importance of this program to the nation’s
future. We also believe that these activities would be best carried out by an organization whose ties to the private

sector are much stronger than its ties to the Federal bureaucracy*. This is because, as noted above, it is the private
- sector that the future of HPC depends upon.

In any event, the monitoring organization would conduct the field work and staffing which would support OSTP,
- FCCSET, and the HPC advisory panel in their oversight of the HPCC Program. Hence, it would strengthen, not
replace, that oversight. An important element in this effort would also be continued econometric modeling in the
manner used‘in the present study, to guide decisions regarding "mid-course adjustments” of the HPCC Program

and to validate and further refine the modeling and forecasting techniques available to the Federal government for
policy analysis.

* Of course, Gartner Group is such an organization, but that is not why we are making this suggestion. The relationships established and experience
gained in the course of doing this study should be valuable to OSTP and FCCSET as the HPCC Program goes forward.

o — L e e
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With many calculations, one can win;

with few one cannot. How much less

chance of victory has one who makes
none at all!

-- Sun Tzu,T'he Art of War
(circa 500 B.C.)
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Appendix A

Exhibit A-1: HPCC Program Goals, Action Plan.sl and Funding

Component

High Performance

Computing Systems

Téchnology & Algonlhms :

...... oA
catal\.u anG

11 .
Educa n Ne twork (NREN)

arsmaal Ao aT s AN

Human Resources

Goals

Support the development of
HPC systems capable of
trillions of operations per
second on significant
problems.

Develop a base of software

technology and algorithms

that will:

* Enable solution of Grand

Challenge problems;

* Have broad national
impact on software
productivity, capabmly,
reliability.

Create a new NREN, operating
atgigabits per second nation-
wide, within the next ten years:

* Stage 1-- Upgrade Internet
to 1.5 Mbps;

¢ Stage 2--45Mbps to -
200/300 sites;

* Stage 3 --1-3 Gbps to
selected sites, expand 45
Mbps to 1000 sites.

Basic Research
_* Ensure adequate level of
basic research to produce
the next generation of
innovative results in
computing technology.
Human Resources
* Support basic research,
education, and training.

Support for Collaboration
* Promote collaboration
among the research
community, industry,
and government.
Infrastructure
* Provide facilities'and
research infrastructure,
including hardware,
networks, software, and
application software.

)

... continued on next page
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Exhibit A-1 (cont'd)

Component

High Performance
Computing Systems

Advanced Software
Technology & Algorithms

The National Research and
Education Network (NREN)

Basic Research and
Human Resources

Action Plans

Research for Future
Generations of Computing -

* Increase research in
computer science, scalable
parallel computing, high

. density packaging, VLSI,
and opto-electronics;

* Develop components,

" packaging, and tools for
large scale architectures.

System Design Tools
* Develop new generation of
design tools and
techniques:
= Fullcycle
- Rapid prototyping.

| Transfer of Technology

* Accelerate transition from
(Federal) lab to market;
* Pursue jointly high-risk
projects.
Evaluation of Early Systems
* Basis for funding Software
and Applications;
"+ Grand Challenges fully
weighed.

Support for Grand Challenges
* Provide advanced software
technology support to Grand
Challenge researchers; '
* Shared facilities and testbeds
on NREN.

Software Components and Tools

* Form collaborative groups to
share software technology;

° Provide incentives for
industry to participate;

* Develop (e.g.) distributed
operating system for NREN.

Computational Techniques

* Support research in parallel
computing algorithms;

* Develop higher level ‘
languages for compulational
scientists, )

HPC Research Centers

* Support deployment of HPC
architectures to Grand
Challenge researchers;

* Provide facilities to
computing technology
researchers,

Interagency Effort
* Coordinate diverse
agencies to foster
support;
* Enhance network
security.

R&D for Gbps Net
* Define structure of
Stage 3 network;
* Develop new
switching systems and
protocols.

Deployment of Gbps
NREN '
* Mid to late 1990s.

Structured Transition to
Commercial Service
* Process for transition
of NREN from
government operation
to a commercial
service.

Basic Research

- * Expand basic research;

* Provide NREN access to
all;

* Improve facilities
available for research
and education.

Human Resources

* 1,000 Ph.D.s per year by
1995;

* Promote 10 degree
programs;

* Upgrade 10 university
compuler science
departments;

* Improve ties between
computer technology
and other disciplines;

* Provide access to
professional
engineering support.

- L -

... continued on next page
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Exhibit A-1 (cont'd)

c ¢ High Performance . Advanced Software The National Research and Basic Research and
omponen Computing Systems Technology & Algorithms Education Network (NREN) Human Resources
Funding $682 Million $183 Million

(five years)

$662 Million $390 Million

Total Funding: $1.917 Billion
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OVERALL APPROACH

The purpose of this Gartner Group study is to develop a quantitative assessment of the likely economic impact of
the proposed Federal HPCC Program over the coming decade.

This study has been conducted in two phases: -

* In Phase I, two alternative scenarios, depicting supercomputing through the year 2000, were

- developed One scenario assumes full funding for the proposed HPCC Program, commencing
in FY 1992; the other scenario assumes "business as usual” -- that is, no additional Federal
funding above what is expected for HPC-related activities now underway.

* InPhase I, these scenarios were extended to encompass the impact of HPC, first upon selected

industrial segments which are major users of supercomputers and then upon the U.S. economy
as a whole.
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PHASE 1 APPROACH

Gartner Grbhp carried out the Phase I study in approximately eight steps, as follows:

1.

Brainstorming - Initially, we convened a brainstorming session with selected Gartner Group analysts having
particular expertise in High Performance Computing (HPC). After reviewing the government's proposed

HPCC Program and the objectives of this study, we formulated a framework for the alternative scenarios and
an agenda for research.

Literature Search And Review - We then searched for and reviewed various pertinent documents, including
government-sponsored papers, trade and general ncws articles, and Gartner Group research notes.

Client Review - We met with representatives of DOE, LANL, and OSTP to review a preliminary outline of

~ the report and to discuss issues related to the study.

Interviews Of Subject Experts - Next, we conducted interviews with various members of the vendor,
academic, and research communities. These interviews focused on technical and applications bottlenecks

and the impact of removing these bottlenecks.

Construction of Background Scenario - Using the information obtained in the previous steps and our
knowledge of the history and dynamics of the information industry, we prepared a background scenario
which traces HPC development from 1980 through the present.

Formulation of Scenarios - Based upon the insights gained from the background scenario and again drawing
upon information gleaned in the previous steps, our understanding of the international information industry,
and other Gartner Group scenarios already on hand, we prepared the alternative scenarios for the years
1990-2000.

s
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_the coming decade in supercomputing.

7.  Peer Review - The scenarios were then reviewed by experienced Gartner Group analysts for reasonableness -

and consistency with the overall computer industry scenarios which are regularly updated by the company
in the course of its ongoing research process. -

8. Report Preparatlon A preliminary report was then prepared and circulated to a limited number of experts
in the government and the supercomputing industry.

Over the last three years, Gartner Group has developed a quanlitative model which characterizes the information
industry in terms of MIPS, systems, and dollars for various classes of systems -- mainframes, minicomputers,
personal computers, etc. -- as well as the components of these systems: CPUs, peripherals, software, etc. Both.the
methodology and the results of this model have been applied in Step 6 to develop the two alternative scenarios.for

K

) Basncally, the Gartner Group information industry model assumes that technology is the driver of demand because

it is the principal determiner of both the overall performance and the price/performance of various types of infor-
mation systems. Hence, future projections are based upon anticipated technological advances, interpreted through

our understanding of the effects of similar advances in the past and of the changing competitive conditions in the
industry. Industry revenues are derived from these projections of price/performance and of MIPS and systems

shipments, using average system price and average MIPS per system as "reasonability” checks. (Historically, the
model also reflects macroeconomic cycles which have affected overall demand, but there has been no attempt to
incorporate macroeconomic forecasts into the future projections except for one factor: all revenue, price, and
price/ performance figures are given in "current" dollars. Because these “current” dollar amounts reflect inflation --
averaging about 3% per year — over the past decade, forward dollar projections are also similarly biased.)

Thus, our projection of the future of supercomputing is rooted in our understanding of the past, not only of
supercomputing but also of other elements of the information industry.

. Gartner Group, Inc.
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PHASE Il APPROACH

Our fundamental assumption is that supercomputers find their primary usage in research and development

(R&D), as an adjunct to, and partial replacement for, laboratory or field experimentation and testing. Thus, HPC
enables companies to

e Bring more and better new products to market; and
*  Bring new products to market faster.

In other words, HPC improves R&D productivity. Even if there is no other benefit from the use of HPC, this

change in R&D productivity affects overall company productivity in direct proportion to the share of expenditures
- for R&D. This then forms the basis for our approach:

1. Expert Survey - Scenarios A and B from Phase I were presented (in abbreviated form) to company R&D

managers from five industrial sectors, representing a variety of experience and sophistication in the appli-
cation of HPC:

¢  Aerospace;
¢  Chemicals
° Electronics

e  Oil & gas exploration and production; and

. Pharmaceulicals.

For both Scenarios, these managers were then asked to give "conservative" and "optimistic" estimates, based

upon their expertise and experience, of the change in R&D productivity in their respective companies over
the coming decade.

— — —
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2. Data Analysis - For both Scenarios, these estimates were translated into overall productivity improvement
estimates for the companies, using information (from their annual reports) about the ratio of R&D spending
to total spending. Next, productivity estimates for several companies in the same ‘industrial sector were
combined, with weightings based upon relative revenues, to obtain "conservative" and "optimistic” overall
Scenario A and B productivity improvement estimates for the five industrial sectors identified above. Finally,
corresponding productivity improvement estimates were made for other industrial sectors, based upon their
relative sophistication and rate of change in the utilization of HPC in their R&D.

3.  Simulation - The results of Step 2 were used to drive an input-output econometric model, the Long-term
Interindustry Forecasting Tool (LIFT) of the INFORUM research group of the University of Maryland at
College Park. This is an integrated macroeconomic model that provides detailed projections of industrial
production, employment, and prices, as well as personal consumption expenditures, equipment investment, -
construction investment, government purchases, imports and exports over 15-20 year horizons. It the
culmination of more than 20 years of research and development by Professor Clopper Almon and is now -
recognized as one of the best economic forecasting tools available. It has been used for various economic’
studies by government agencies such as the U.S. Departments of Commerce and Labor, the .Federal Emer-
gency Management Agency, the Congressional Budget Office, and the Japan External Trade Organization
(JETRO). In our usage of this model, Scenario A data were taken as the "base" case, and Scenario B data as the
“incremental” case. The difference between these two cases was taken to be the economic impact of the

proposed Federal HPCC Program. Separate runs were made for "conservative” and "optimistic” estimates to
obtain an impact range. '

4.  Report Preparation - This final report was then prepared. Comments received from review of the Phase I
preliminary report were used in revising material from that report as it was incorporated into this one.

" Gartner Group, Inc. i79



o - W -

SCENARIOS

Appendix B

SCENARIOS

The Random House Dictionary defines "scenario” as "an outline of the plot of a dramatic work, giving particulars
as to the scenes, characters and situations." Gartner Group, Inc. has made a business of applying the scenario
concept, perhaps with a bit of poetic license, to the information industry. Thus, we are constantly developing and
refining our vision of the evolving drama of the information industry, giving particulars as to the technologies, the

process, drawing upon the wisdom, experience, and insight of our cadre of analysts, who collectively represent
several hundred years of experience in the industry.

These same methods, sources, and analysts were used to develop the scenarios which follow. Of course, they are

not infallible -- we do not claim to have precise views of the year 2000 -- but they were, in our judgment, the best
available. They included:

- Existing Gartner Group Scenarios: Gartner Group provides continuous research on 14
* sectors of the information industry to over 800 companies and government agencies. These

scenarios are fundamental to our research process and were used to develop Scenarios A
and B below.

°  The Gartner Group Information Industry Medel: Gartner Group has developed a quanti-
tative model of the information industry as a basis for its scenarios. Consisting of a number
of interlinked spreadsheets containing data on unit shipments and revenue for various
industry segments over a 20-year period, the modél can be used to identify trends and test
assumptions about the dynamics of the information industry.

... continued on next page

- .

vendors, the markets, and the users. We build our scenarios both "bottom up” and "top down," in an iterative -
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Historical Background: Developments from 1980 to 1990 were used to provide a partial,
extrapolative basis for Scenarios A and B (see Chapter 1V). In so doing, we gave more weight
to recent events, such as Control Data Corporation's withdrawal from the supercomputer
business, and to trends which we feel will dominate the coming decade, -such as the
ascendancy of Japanese supercomputer companies.

*  Assumptions: It was assumed that Federal funds will be spent wisely: that is, that Federal
managers will make the best possible use of the resources as events unfold and that inter-
vention in the private sector will be minimal consistent with the overall goals of the program.

Experience: The principal consultants who prepared this report each have more than 30 years
experience, both domestic and international, in the information industry, including work on

various aspects of High Performance Computing, spanning academia, government, and the
private sector.

Peer Review: After the scenarios were drafted, they were reviewed by other Gartner Group
experts with experience in High Performance Computing. The scenarios were then published
in the Phase I preliminary report, which was circulated to selected experts in the Federal
government and in the the HPC community. Comments and criticisms received were used in
revising the scenarios for the draft version of the final report. Again, copies were circulated to
selected experts, and their comments were used in the preparation of this document.

To put a label on it, the technique used is best described as “jury of expert.op‘inion."
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HPC TERMINOLOGY

The elements which comprise HPC systems are:

Processors:

Memory:

‘Peripherals:
Networks:
Workstations:

Programs:
Algorithms:

Applications:

poooe 422

Processors perform the basic computations in HPC systems.

Central memory is where data are stored during problem solution. In "von Neumann”
computers, it is also where the control programs are stored. Hence, the size of the memory
determines the maximum size of the problems which can be solved, and the speed of the

memory limits the speed of computation.

Peripheral devices are used for input and output of information. Often, they also provide
auxiliary storage of data and programs.

Networks allow the rapid exchange of information between HPC systems and/or between
system components: e.., between workstations and supercomputers.

Workstations provide the human interface to HPC. Usually, they are rather powerful com-
puters dedicated to controlling output devices such as graphics displays, etc.

I’rbgrams provide the control information to tell HPC systems what to do.
Algorithms are the abstract problem-solving methods which are encoded in programs.

Applications are the uses to which HPC is put, the problems which are to be solved. -
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HPC COMPONENTS

Components are the elementary building blocks of HPC systems, so system improvement can be realized through
technological advances in semiconductor circuits (including techniques for designing and building them), mag-
netic devices and materials, communications network components, display screens, etc. B

Until about 1970, silicon (5i) was assumed to be the basic material for all computer circuits. As early as the 1950s,
however, compounds with greater electron mobility -- in particular, gallium arsenide (GaAs) -- were being studied
. "as the likely semiconductor materials of the future. The practical use of GaAs has been slow in coming, because its
- “characteristics are different enough from silicon that it presents new and difficult manufacturing challenges.
Hence, silicon is still the dominant material at present, with gallium arsenide about to make a debut. Convex will
use GaAs in its C3 supercomputer series, expected in 1H91; Seymour Cray will also use GaAs in his Cray-3 system,
due out in late 1991 or early 1992; and the Japanese vendors are expected to announce GaAs-based super-
computers, perhaps in 1992 or 1993, as a result of GaAs R&D programs they have had underway for some time.

Attempts to achieve greater speed through superconductivity have also been explored -- and largely abandoned
because of the problems associated with the extremely low temperatures required -- but the recent discovery of
high-temperature superconductivity may eventually provide longed-for breakthroughs. However, this technology
will probably not be ready for commercial use in computers until the 21st century. It is also likely that other tech-
nologies which did not even exist ten years ago (and some of which may be almost unknown today) may emerge
to play important roles in HPC by the year 2000. Some possible candidates, which are now being researched in the
U.S. and abroad, include optical circuitry and high-density biocircuits made from organic compounds.

N LI
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HPC systems can also be improved through advances in their architectures: that is, the ways in which the com-

ponents are utilized, their interrelationships, etc. This includes techniques for F1I’C system design, construction,

test, and maintenance. As component technologies have approached certain fundamental physical limitations --
. e.g., the inability to reduce line size on semiconductor chips below a few atoms wide -- architectural innovations
- have become increasingly important in improving overall computing performance. ‘

The basic characteristic of computers is that they execute a collection of instructions (called a program) in
sequence. Hence, their speed has traditionally been measured in terms of how many millions of instructions per

second (MIPS) they can perform. (This measurement is fraught with difficulties, because not all instructions do

the same amount of work, but nevertheless MIPS is widely used as a crude approximation of computing power.)

. Gartner Group, Inc.
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Whereas component improvements tend to affect directly how many MIPS a computer of any given design can
execute, architectural innovations effectively increase MIPS by more subtle (and complex) strategies. If we liken
instruction execution to building an automobile, component improvements are the analogue of working harder --
that is, faster -- while architectural improvements equate with working smarter. For instance, instead of building
just one car at a time, some workmen might be assigned the job of gathering the parts for a second car while their
colleagues are completing the assembly of the first one. By analogy, at the same time a computer is executing one
instruction, it can also be fetching the next one (from memory) -- unless, of course, the first instruction can affect
what the "next" one will be. This is called instruction overlap. It is a technique first used in supercomputers 30
years ago, but it is now commonplace even in desktop personal computers. (High performance computer systems

. ‘have frequently been the proving ground for components and architectural approaches which have subsequently
- "been employed throughout the industry.)

A mare complex version of the same idea is to begin the execution of the second instruction before the first is
completed -- again, if there are no complicating interdependencies between them. This is called pipelining, It is
analogous to an assembly line, and like an assembly line, the concept can be extended to permit several successive
instructions to be in different stages of execution simultaneously. This obviously requires a more complicated and

expensive computer design (or factory set-up), but the resultant impact on MIPS (or auto production) is generally
regarded as worth the effort.

w
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The next architectural innovation in HPC, however, involves re-stating the problem.' In terms of the automobile

analogy, the problem becomes one of "capacity to transport people,” rather than "production of cars” -- and the

solution is to build some buses. Thus, instead of operating only upon scalars (which might be likened to single-

passenger cars), some supercomputers can also perform vector operations -- in effect, a whole "busload” at a time.

(Mathematically, a vector is a row or a column of numbers.) For instance, if A is a row vector of five elements,
* expressed:

A=laya) a,a,35)
" and B is another row vector of five elements:
B=(b1'b2 ,b3,b4 ,bs)

then the vectors A and B can be "added” by adding their respective elements:

A+B=(a1+b ,a2+b2,a3+ bs,a4+ b4,a5+b5)

. Gartner Group, Inc.
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This concept can be extended to vectors of any length (but vector addition "works" only if the vectors are of the
same length), and of course, the addition can be "pipelined” (as it usually is). The advantage is that one vector
instruction does the work of several scalar instructions (which is the principle behind car-pooling). Again, this is
much more complicated and costly than “scalar” processing, but if maximum performance is of the essence, the
cost is justified. However, because a vector instruction does so much more work than a scalar instruction, it would

_ be stretching things to measure vector performance in MIPS. So, vector performance is measured in terms of how

. fast the element-by-element processing of vectors is done: that is, the rate at which results emerge from the
(floating-point) pipeline, millions of floating-point operations per second or "megaflops” (MFLOPS). Hence, MIPS
is useq as a measure of scalar processing speed, and MFLOPS as a measure of vector processing speed.

The final architectural approach to achieving greater performance is parallelism. In terms of our analogy, this
means sintply building multiple factories (multiprocessing), or putting multiple assembly lines side-by-side within
the same factory (multiple pipelines). Note that the processing can be either scalar or vector, but the performance
is usually expressed in terms of megaflops. Parallelism, however, increases hardware cost and complexity and’
tends to reduce reliability, because of significantly greater component counts: Nevertheless, as advances in semi-
conductor switching speeds become more difficult to achieve, increased use of parallelism is viewed as inevitable,
even in vector supercomputers (see Exhibit D-1).
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Exhibit D-1: Vector Supercomputer Characteristics
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Parallelism can take a number of forms, depending upon the level (or degree) and type. Any computer system
with two or more processors is, strictly speaking, a parallel system, but it is not until the level exceeds 64
processors that we speak of large-scale parallelism. In between, the term medium-scale parallelism is applied,
especially to systems with 16 to 64 processors -- the bounds tend to shift upward over time -- and massive
parallelism characterizes very large systems, with 1,024 or more processors. In this report, the term "highly-
parallel” is used to denote large-scale and/or massive parallelism.

The two principal types of parallelism are SIMD and MIMD. In SIMD -- Single-Instruction-Multiple-Datastream --
parallelism, all processors simultaneously perform the seme instruction on different data elements. This approach
“(which is used in the Connection Machine, for example) simplifies the programming of a large number of proces-
“sors, but it usually requires that algorithms and software for vector supercomputers be re-thought and re-written
-- that is, "parallelized" -- in order to realize the polential performance increases built into the hardware. Moreover,
‘some experts believe that there may be significant problems which are inherently "un-parallelizable” and which,
therefore, are inappropriate for solution on SIMD systems.

MIMD -- Multiple-lnstruction-Multiple-Datastream -- architectures (which are used in Intel's Hypercube, for
example) offer greater flexibility than SIMD systems, but they also present the added problem of coordination and
synchronization between two or more processors working on different parts of the same problem. Hence, their
development, as reflected in the number of processors operating in parallel, is likely to lag behind that of SIMD
systems, at least in the near term. However, gains are expected in their usage, as a result of software and mathe-

matical research, and in their processing power, as a result of hardware and architecture development, over the

next decade, because it is to this variant of parallelism that Cray Research and IBM seem to be evolving in exten-
ding their present product lines. ‘

FI
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As should be obvious from the foregoing description, programming for vector computation is quite different than
programming for scalar computation. Although "vectorizing” compilers have been developed to convert programs
written for scalar computers for use on vector computers, inefficiencies usually result. The same holds true, but
perhaps in spades, for parallelism: inter-processor communication (or the lack thereof) can seriously degrade
performance. But parallelism is apparently inevitable in the future of computing, as it becomes mcreasingly

.difficult to build faster single processor systems. Hence, it will be necessary to devise new programming methods
and new algorlthms to fit the new architectures.
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Software (and the lack thereof) is often a major barrier to computer usage of any kind, and HPC is certainly no
exceplion. Whereas the small cadres of early supercomputer users were able to make do with rudimentary soft-
ware systems and tools and were frequently willing to develop sophisticated software packages to fill in the voids
in vendor-supplied software, the average computer user of today is unable — or, at least, unwilling -- to do so. And
although much progress has been made by supercompuler vendors and independent software vendors in the past
-~ decade, HPC systems are still among the least "user-friendly” of those currently available. This problem is exacer-

bated by the growing need for HPC users to "think parallel” and generally break out of the mental straightjacket of
"traditional” scalar programming,. .

As a result of the complexity of HPC software and the relatively small size of the market, the prices of HPC soft-
ware packages tend to be high. Market fragmentation has also compounded this problem: software for one type of
computer system usually won't work on another type. To help remedy this situation, there has been a definite
trend toward universal adoption of the UNIX operating system for supercomputers, minisupercomputers, and
workstations in recent years. But UNIX itself is not especially user-friendly either, and it has some notorious
shortcomings which must be overcome to make it more suitable for HPC environments. Moreover, while UNIX
standardization may facilitate the portability of apphcahons programs between dissimilar systems, the need to

“fine tune” programs to suit architectural peculiarities is still a significant barrier to achieving maximum
performance.
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HPC PERFORMANCE

Perhaps no aspect of supercomputing tends to arouse emotions more than the issue of performance. High Perfor-
mance is, after all, the name of the game, so it is natural that every vendor wants to be able to tell a prospective
customer: "My computer has the highest performance.” But performance is not a single-dimensional phenomenon
in HPC (or in just about anything else, for that matter). In addition to processor speed, memory size (and/or
speed), input-output speed, and other factors usually have considerable bearing upon how a given computer
_system performs in a given situation. And if the situation changes, the relative performance of two different

. computer systems can also change — drastically. Hence, using a single number to state performance capabilities is
inherently inadequate and (therefore) misleading. '

Nevertheless, users seem to dislike the complexity that goes with more accurate characterizations of capabilities,

so the practice of using MIPS and megaflops persists. It is, of course, useful to know the "peak” megaflops rating of -
a supercomputer -- the maximum performance that could be attained if every element could be made to work in -

perfect harmony with every other element to bring the full theoretical capacity of the system to bear upon a prob-
Jem -- even if it can never be attained in practice. It provides an upper bound on expectations, and it often sets a

goal to be aimed at. Thus, a vendor can also brag about the efficiency of a particular software package in utilizing
system resources. : .
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But even this can be misleading, because what constitules acceptable or superior efficiency in one situation may
unacceptably inferior in another. This is especially true in comparing supercomputer systems which have very
different architectures. For example, Japanese vector supercomputers have, until this year, always employed a
single processor unit, whereas U.S. vector supercomputers have used as many as eight processors. However, the
number of pipelines in Japanese processors have ranged up to 16, while U.S. systems almost invariably use two.
As a result, the peak performance ratings of the most powerful Japanese vector supercomputers have been 2 to 16

times those of the most powerful single-processor U.S. vector supercomputers and up to double those of the
largest multiple-processor U.S. systems.

In practice, however, the U.S. vector supercomputers tend to outperform their Japanese counterparts. For example,
some recent benchmarks conducted on behalf of the U.S. Office of Naval Research (ONR) show that a single-
processor Cray X-MP, rated at 235 peak megaflops, compares quite favorably with its contemporaries from Fujitsu
and Hitachi, the VP-200 and S/810/20, even though the latter's peak performance more than twice as high: 500
megaflops and 630 megaflops, respectively (see Exhibit D-2). Likewise, the four-processor version of the X-MP,
which is rated at 940 peak megaflops, is comparable to'the (1,300 peak megaflops JNEC SX-2A and significantly
faster than the newer Fujitsu VP-400E (1,700 peak megaflops). These benchmarks were based upon a widely-used
technique for solving the Navier/Stokes equations (used in aerodynamics simulations), and the results were pub-
lished in 1989 in a scientific periodical produced by ONR's Tokyo office.

N
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Exhibit D-2: Actual vs. Peak Supercomputer Performance
(megaflops)
68487 68487
------ Estimated Benchmarked 62887 16000 16000

22000

Bars show actual performance on Navier/
Stokes benchmark. Numbers show actual
performance (top) and peak performance
(bottom).

All syskéms are single processor, except
where noted by a number in parentheses.

5500

129 13 116 940 1300 1700 163
235 630  sgp ‘ 333

[ (o o | B (& = 1Y
Lo A ¥

-

A L 8 )| A, J
' A ] v v B v

Cray Hitachi Fujitsu Cray NEC Cray-2 Fujitsu Cray Cray Hitachi Fujisu NEC NEC  Cray Cray-3
X-MP S-810/20 VP-200 X-MP SX-2A . VP-400E Y-MP Y-MP S-820/80 VP-2660 SX-3  SX-3 Y-MP16

@ @ 8) @ 16 . (16

Gartner Group, Inc.




HPC PERFORMANCE

Appendix D

One reason for the discrepancy between peak and actual performance numbers in benchmarks such as this is that
compilers may have difficulty in generating object code which uses the hardware with maximum efficiency. But
even when special modifications to the algorithms are permitted to "tune” the benchmark programs to the archi-
tectures of the various machines (as was the case in the Navier/Stokes benchmarks cited above), the net ratios of
actual-versus-peak performance still indicates that much of the potential capacity of the Japanese systems is
going unused and may, indeed, be unusable for all practical purposes.

On the other hand, in multiprocessor systems such as the Cray X-MP, Y-MP, and Cray-2, "autotasking" compilers
and operating systems must also work together to partition the computational load across all the processors in
order to attain maximum peak performance, and as in the case of multiple pipes, it is impossible to attain 100
percent utilization in actual practice. Here the Japanese supercomputers have an inherent advantage over the
Crays, because all of the Japanese systems, except the NEC SX-3, are single-processor systems. However, in the

Navier/Stokes benchmark, an eight-processor Cray Y-MP achieved 84-88 percent utilization, which is quite
respectable. '
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In general, it becomes increasingly difficult to efficiently utilize all available processing power as the number of
pnpehnes increases and/or as the number of processors increases. (This can be stated quantitatively as Amdahl's
Law.) This difficulty is one of the barriers to realizing the potential in highly-parallel supercomputers, especially
massively-parallel systems. In specific instances, these systems have demonstrated very high performance levels:
for example, a massively-parallel (65,536 processors) Connection Machine won the IEEE Computer Society's
Gordon Bell prize for supercomputing performance in 1989 by achieving a sustained — not peak -- performance
level of 5.6 gigaflops in an application at Mobil Research and Development Laboratories. This is more than twice
the peak speed of the fastest Cray currently available, the Y-MP8, but it is well below the peak performance
potential, about 28 gigaflops, of the CM-2. However, when the criteria for the Gordon Bell prize were changed in
1990 to reflect actual performance over a range of 13 engineering and scientific problems, rather than in just a
single problem, the Cray Y-MP8, with 2.67 peak gigaflops, once again emerged as the winner.

The foregoing discussion serves to illustrate an important point about High Performance Computing: the soft-
ware and the algorithms used can have as great an impact upon "actual" performance as peak hardware speed, -
especially in the more complex architectures (involving greater degrees of parallelism) which are expected to "
dominate HPC in the future. (The recent experience of NASA's Langley Research Center provides another
example. A computational model of the space shuttle solid rocket booster, the component that failed in. the
Challenger disaster, required 14 hours to run on a DEC VAX 11/780, a minicomputer that is widely used in
research laboratories. In "unvectorized" form, it required one hour on a Cray-2, but after "vectorization" by Cray's
compiler, it ran in just 14 minutes. Further optimization by a programmer brought the time down to 13 seconds,
and parallelization on a Cray Y-MP cut it to just five seconds.) Hence, although the HPCC Program component
which focuses upon advancing computer hardware is certainly essential, the potential payback from the software
component is even greater in the longer term.
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At present, the architectures of the large Fujitsu, Hitachi, and NEC supercomputers suggest that Japanese pro-
ficiency in multiprocessing still lags well behind that of the U.S. and that Cray is still the world leader in terms of
overall system performance. (This does not include system "ease of use,” which is another area in which the U.S.
excels.) But the Japanese will learn, because there is no embargo on this know-how, and it is too late to impose
one, even if such were desirable or feasible. At a minimum, we expect the Japanese gradually to move ahead of
the U.S..in theoretical peak performance of vector supercomputers (see Exhibit D-3). The high degree of vertical
integration of their companies -- Fujitsu, Hitachi, and NEC are also semiconductor manufacturers, NEC being the
world's largest -- coupled with their national resolve, their history of extensive governmental support, and their
intense domestic competition, will skew the odds significantly in their favor.
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Exhibit D-3;: Peak Supercomputer Performance
MEGAFLOPS
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If peak hardware performance is not enough to carry the day, the Japanese may also point to price/ performance*
superiority as well (see Exhibit D-4). Although discounting practices in the Japanese market make comparisons
between vendors well nigh impossible, the quoted prices for the U.S. market suggest that NEC's systems may offer
~as much as four times the price/performance of the Cray Y-MP. The Cray-3 and the Y-MP16 should close this gap
. somewhat, but the Japanese are expected to maintain a price/performance advantage over the U.S. in vector
supercomputers for the foreseeable future.

Another competitive issue could be reliability, which has been running at more than 5,000 hours MTBF (Mean
Time Between Failures) for the Japanese machines, as compared with less than 1,000 for the Cray X-MP series and
worse than that for the Cray-2. Abam the Cray Y-MP series, which is VLSI based, should be markedly better than
Cray's previous generations, but it is likely to remain behind the Japanese.

* Again, it must be emphasized that this comparison is based upon peak performance and, hence, may be very misleading. The best way to compare
supercomputer systems is on the basis of how well they perform in the p.muular application(s) which the uscer wishes to do.
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| Exhibit D-4: Supcrcomputer Price/Performance
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If there is a dark horse that may yet win thé supercompuling race for the U.S,, it is parallel systems. In terms of
peak performance and price/(peak) performance, the systems now marketed by Intel and Thinking Machines are
significantly better than the best vector supercomputers. Despite the formidable software problems associated
with large-scale parallelism, Cray Research recently announced that it is embarking upon a development program
_in highly-parallel systems, and 1BM is known to have some on-going development efforts in this area as well.
", Although Fujitsu announced in June, 1990, that it would begin shipping a 12.5 gigaflops, 1,024-processor parallel
system, dubbed the CAP-II, in March, 1991, and other Japanese supercomputer makers are known to have similar

prototype systems under development and/or in operation, America has a clear lead in this small, but rapidly
growing, sub-segment of HPC at present.

Although it'would be inappropriate for the Federal HPCC Program to emphasize the parallel approach to super-
computing at the expense of other more eslablished approaches, the rapidity with which the Japanese overtook the
U.S. in peak vector supercomputer performance in the past decade suggests that we must act expeditiously to

avoid squandering the leads we still have: in parallel supercomputer architectures and in software for all types of
supercomputers.
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WORKSTATIONSEAND NETWORKS

Until the late 1960s, supercomputer usage was "batch” mode (as was most other computing): users prepared pro-
grams in decks of punched cards, submitted them to the computer center dispatcher, and returned later to pick up
the results. But with the advent of computer time-sharing, interactive usage, via a desktop workstation, became
the preferred mode. Initially, this was limited to program development and debuggmg, with "production” runs
still being in batch mode, often during night shifts, but today interactive operation is the norm. Not only does
interactive usage offer the user the psychological benefits of near-instantaneous response, but it also allows the
results of the computation to be viewed pictonally, rather than as page after page of numerical tables. Greatly
. improved processing and storage capabilities in workstations have even permitted full-color animation, which,

. enables the user to gain intuitive insights into the processes or phenomena under investigation. The end result is
significant enhancement of user creativity and productivity.

Of course, the workstation need not be located in the same room as the supercomputer. Since the advent of com-
puter networks such as the ARPANET in the 1970s, users can gain access to supercomputer facilities halfway
around the world, and they can share programs, data, and ideas with others as they do so. However, the capacity
of available networks has not kept pace with demand in recent years, especially with the bandwidth requirements
(estimated at 15 megabytes per second) of full-color workstations capable of animation. Although the National
Science Foundation is now engaged in a major network upgrading program, many academic networks today are
capable of no more than 200 kilobytes per second at the trunk level (the highest capacity portion of the network),

and thus are totally inadequate for the kind, of human-machine interaction needed. Thus, the lack of high-capacity
networking facilities by which researchers can gain access to HPC centers is an even greater lmpedlment to HPC
usage today than the availability of supercompulers and processing time on them.
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xhibit D-5; humbnail Sketc P is

1940:50:  One-of-a-kind compulers for WWII and after: Mark I, EDVAC, ENIAC, elc.
1950-54:  The first commercial HPC systems: ERA 1101 & 1103; IBM 701.

1959-64: Limited-production commercial systems for U.S. defense laboratories: Univac LARC; IBM 7030

(Stretch); Control Data (CDC) 6600. LARC znd Stretch had overlapped execution of multiple
instructions; 6600 had multiple function units, instruction stack (cache).

.1965-69:  Another generation of commercial systems for defense labs: CDC 7600; IBM 360/91.

1970-74: - Few-of-a-kind special systems: ILLIAC 1V and Goodyear STARAN parallel array processors;
Texas Instruments ASC and CDC STAR-100 multi-pipeline vector processors.

1975: Floating Point Systems (FPS) begins production of commercial array processors to enhance
performance of IBM, DEC, and other systems.

1976: Commefgial supercomputer production begins in earnest: first Cray-1 supercomputer installed.

.. continued on. next page

_
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1983

1984:

1985:

1986
1987:
1988:

1989:

1991:

Exhibit D-5 (cont'd)

CDC enters the commercial supercomputer market: CYBER-205,
Apollo begins selling technical workstations.
FPS begins shipping "specialized scientific computers" (a.k.a. "minisupercomputers").

First multi-processor vector super¢computer installed: the Cray X-MP.
First Japanese supercomputers installed: Hitachi S-810/20 and Fujitsu VP-200.

First 4-processor X-MP installed.

Convex and Alliant begin shippihg minisupercomputers. First Cray-2 installed. First NEC
supercomputer installed: over 1 gigaflops, single processor.

IBM begins installing Vector Facility on some 3090 systems

First massively-parallel Connection Machine installed.

Culler introduces the Personal Supercomputer: more power than a CDC 6600 for less than $100,000.

First installation of an ETA10: ultra-large-scale int'egration CMOS circuitry.

First Cray Y-MP installation: eight processors, parallelizing compiler.
The second generation of Japanese supercomputers begins: Hitachi 5-820/80.
CDC's subsidiary, ETA, drops out of the supercomputer business.

First Japanese multi-processor supercomputer, the NEC SX-3, to be installed.
First GaAs-based systems to be shipped by Convex and Cray Computer.
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THE ROLE OF HPC

The history of the information industry can be characterized as one of incessant, often dramatic, change. Indeed,
the industry has been likened to riding a bicycle: if it is not going forward rapidly enough, it will topple over. But
information technology has also become a powerful agent of change in other industries as well, as witness the
consequences of automation. Hence, there is a "Leverage Principle” at work here: a seemingly small change in
information technology can have a significant effect upon the information industry, and that, in turn, can have an
even larger effect upon those industries which use information systems. For example, the development of the
‘microprocessor has led to desktop -- and will soon lead to handheld -- computing, which will revolutionize the

.ways in which companies conduct their business, how they are organized, and even what businesses they choose
to engage in.

Where High Performance Computing (HPC) fits into all this follows from the fact that it is the part of the infor-
mation industry where change is occurring most rapidly, the "cutting edge.” (Indeed, this characterization could -
probably suffice to define HPC.) Hence, a change in HPC "compounds the leverage” mentioned above.
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A CONCEPTUAL FRAMEWORK
Exhibit E-1 may help explain the role of HPC in advancing the state-of- the-art of computing in general:

| xhibit E-1; es i hnologi velo
}
Pniogress : High Growth /
| Infancy
Maturity

/ »

The quintessence of High Performance Computing is to take advanced computing technologies from the “Infancy”
- stage and bring them into the "High Growth" stage.

_ , -
Cumulative Effort

_
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But there are problems associated with this. As shown in Exhibit E-1, technological advances require a dispropor-
tionally large amount of effort to bring about when the technology is in the "Infancy" stage or the "Maturity" stage,
as compared with the intermediate “High Growth” stage. Hence, irom a business standpoint, the optimai time to
invest in'a new technology is when it is at point "B" in Exhibit E-2.

Exhibit E-2; Timing of Technological Investment

A

o E
Progress X
. High Growth g

D
Infancy

Maturity

-
Cumulative Effort
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However, a technologically unsophisticated person, looking at historical Return on Investment (ROI), would tend
to pass up "Infant" technologies and focus upon "High Growth" or even "Mature" ones because, based upon “track
record,” technologies at points "C", "D", and even “E" are more altractive: that is, the lines from "O" to "C", "D", and
“E" have steeper slopes than the line from "O" to "B" in Exhibit E-3. The flaw in this thinking is, of course, unwar-
ranted extrapolation: assuming that the future will be the same as the past.

xhibit E-3: on T ogi

Progress*

-
Cumulative Effort

R
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On the other hand, if the technological "progress“curve is redrawn as Exhibit E-4, then it becomes clear where the
optimal return on investment lies. '

Exhibit E-4; QOptimal Return on Technological Investment

Progress/Effort : . '
5 Infancy High Growth | Maturity
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However, getting business to invest at point "A" is very difficult. (This is the "pre-competitive" stage.) Because of
the low payoff-per-effort-invested, government incentives and support may be required if anything significant is
to happen in this area. But once a technology reaches point "B," it is time for privale industry to take over and for
govermnment to get out of the picture, except as necessary to transfer the technology to the private sector as expedi-
tiously as possible. This is the model used by the Japanese government in its computer-related (and other) R&D
initiatives since World War Il. Whatever level of "success" may be ascribed to these various projects in attaining
their ostensible goals, it is undeniable that the resultant transfer of technology into the Japanese computer industry
and also into some key user industries -- what the U.S. Department of Defense would call "technology insertion” —
has been very, very efficient and effective. That fact alone may be sufficient to explain Japan's rapid ascendancy in
- the worldwide computing milieu and perhaps much of its growth as an industrial power. (Three of the world's top
. six computing firms are now Japanese whereas there were no Japanese companies in the "top 20" in 1970.)

The corollary is this: If U.S. firms are forced to get their key technologies from foreign sources, the technology
transfer may not be as efficient as it is to their foreign competitors. For example, our firms might get the techno-
logies at points "C" or “D" instead of point "B,” where their foreign competitors would be able to buy in. Or in an
extreme case, foreign governments might withhold technologies until they reach point “D," just as U.S. export
controls have attempted to do with strategic technologies during the Cold War.* The implications for competitive-
ness are obvious: foreign firms would be able to bring products embodying new and superior technologies to
market earlier and thereby capture greater market shares, and they would be able to spread their technological
expenditures over longer product cycles, thereby enabling lower prices and/or greater profits.

* Alternatively, foreign supphers might engage in a two-tier pricing strategy, charging U.S. customers morg for their technologies (in -
contrast to recent alleged "dumping” practices) and thercby putting our firms at a cost disadvantage, or forcign governments might
simply use the threat of any of these actions as a major bargaining point in trade negotiations with the us.
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The consequences of the foregoing discussion reach well beyond just the computer industry. Because of the
obvious importance of computer systems in computational science and the growing importance of computational
science in bringing new products to market in a number of industrial sectors, any weakness in HPC becomes
amplified throughout a nation’s industry: science does not advance at full speed; new products are.more expen-
. sive to develop and take longer to bring to market; new concepts and ideas go unexplored. Thus, a small change in

HPC investment can, via the "Trickle-Down Effect,” make a significant difference in a broad range of computer

systems applications and in the level of computational science, and this, in turn, can directly and profoundly affect
national competitiveness, produclivity, quality of life, etc.

‘

- Gartner Group, Inc.

225



@&

{This pagé has been left blank intentionally.]

Gartner Grbup, Inc. -

226



APPENDIX F - THE ECONOMICS OF HPC

Gartner Group, Inc.- : 227



[This page has been leit blank intentionally.}

e

Gartner Group, Inc. -



THE ECONOMICS OF HPC

é | | |

Appendix F

THE ECONOMICS OF HPC

The economics of HPC are poorly understood, even among those who are established supercomputer users, but
especially among those who are not. Supercomputing is believed to be expensive, which probably has its basis in
the relatively high initial cost of supercomputers. The largest Cray Y-MP models are priced at slightly over $20.5
million, which is enough to buy more than 1,400 of the most powerful single-user workstations available today,
IBM's RS/6000 Model 320. The power of just one of these workstations is 40 peak megaflops, so the combined

- power of 1,400 of them would be 56,000 peak megaflops, or about 21 times that of the largest Cray.'Based upon

- this performance comparison, plus the difficulties inherent in serving 1,400 users with a single Cray, most
executives would opt to purchase the workstations, not the Cray. But this could be the wrong decision.

Implicit in the foregoing analysis is the assumption that an RS/6000 workstation will be powerful enough to solve
any problem which arises. Although it is true that 40 megaflops is roughly equivalent to the most powerful super- .
computers available in the mid-1960s, there are obviously some problems which require more power than this.
Unfortunately, it is not yet practicable to link together several workstations to bring more processing capacity to
bear (although early versions of software systems intended to that are just now becoming available), so the com-
parison which must be made is between the problems which can be solved on a single workstation versus those
which can be solved on a current-generation supercomputer.
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EXAMPLE #1: POSSIBILITY

Let us suppose that a researcher has two months (40 working days) to solve a particular problem, working
“iteratively" with the aid of a supercomputer. If it is a "typical" supercomputer-class problem, the researcher’s
regimen might be something like this:

(a). Work all day on the problem, preparing a supercomputer job to be processed overnight.

(b) Have the job run during the night shift, collect the results the next (workday) morning, and use
them in step (a) the following day.

If we assume the researcher's time costs $100 per hour (including overhead) and Cray Y-MP8 time costs $1,200 per
hour (an intentionally high estimate), the total budget for the project would be $512,000 (based upon 8 hours per
day for the scientist and 10 hours per day for the Cray). The total amount of computing involved would be 3.84
billion megaflops. (Actually, it would be something less than this, because it is impossible to utilize the full
theoretical "peak” capacity of any computer. See Appendix D.)
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Now let.us suppose that an RS/6000 is substituted for the Cray. If the total computing provided by the Cray is
divided by the number of days (40), the amount of computing capacity required per researcher-workday is 96

million (peak) megaflops. This is equivalent to more than 665 hours of processing on an' RS/6000 Model 320, so the
researcher’s regimen would become the following: -

(a) Work all day on the problem, preparing an RS/6000 job to be started at the end of the day.

(b) Let.the R5/6000 run overnight and all day, 24 hours per day, for 28 more days. Then take the
results and return to step (a).

To complete forty such "cycles" under these circumstances would require 1,160 days, or almost 3.2 years. And
while it is true that the computing cost and the total budget would have been cut by more than $450,000 through

substituting the RS/6000 for the Cray -- the former's cost is computed at $0.83 per hour -- this is clearly not a viable .
way to solve a problem of this magnitude. : :
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This explains why current generations of "mainstream” computer systems, which may exceed the performance of
earlier generations of supercomputers, cannot be substituted for modern high performance computers. The latter
are at the cutting edge of performance, usually employing the most advanced -technologies, and hence the
capabilities they provide are not just quantitatively, but qualitatively, different from current run-of-the-mill
systems. To put this another way, an army of mathematicians, each equipped with an electronic calculator, could
. in theory provide the same number of megaflops as a modern-day supercomputer system, but nobody would
* consider using the human horde approach to carry out the calculations necessary to simulate an automobile
crashing into a wall! Experience has shown that scientists and engineers will not even attempt to solve problems
which they know will require more than a few weeks or months of computing time, and even then only in extreme
cases; most computer users want their results in seconds or minutes. Hence, HPC allows users to attack and solve
problems which they wouldn't even consider otherwise, and thereby contributes significantly to advancing the
state of the art in any industry or discipline where it is applied. -

But, of course, not all problems are of this magnitude. Indeed, only a small portion of them are. So let us now run
the foregoing analysis in reverse by considering a “more realistic" problem, based on "typical” workstation usage.
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EXAMPLE #2: TIME

As before, we assume that a researcher has two months (40 working days) to solve a problem, working
“iteratively" with an RS/6000. The researcher’s daily regimen might be something like this:

(a) Work one hour on the problem, preparing an RS/6000 job to be started at the end of the day.

(b) Let the RS/6000 run overnight, collect the resuits the next (workday) morning, and use them in
step (a) the following day. :

The total cost of the project, assuming the same rates for as before, would be $4,332. The total amount of com-
puting (based upon 10 hours per night) would be 57.6 million (peak) megaflops.

However, if a Cray were substituted for the RS/6000, the computing that was done overnight (l 440 000 peak
megaﬂops) could be done in 9 minutes. Hence, the researcher’s think-compute regimen could be collapsed, and as
many as seven "cycles" could be completed in a single workday. At that rate, the entire project would be com-
pleted in just over 1 week instead of two months.

In a competitive environment, this could be critical in beating the competition. Indeed, as explained by Professor
Robert M. Hayes of the Harvard Business School:
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"Product cost and quality (whether defined in terms of defect rates, tolerances, reliability, or lifetime cost of operation)
are no longer as dominant in determining a company's success as they used to be. One must be careful not to light the
previous war — as Marshall Foch warned France prior to World War l. Even as companics have gained rough parity
with one another on these familiar dimensions, another has arisen to define a new competitive arena: speed. The speed
with which existing products can be delivered, the speed with which customized versions of current products can be

produced, the speed with which entirely new products can be created -- these are the new weapons of international
competition....

A company that can design and introduce a new product in half the time its competitors take can bring that product to
market well ahead of them. 1t also has the possibility of waiting much longer, until technological choices and customer
preferences have clarified, before beginning to design its next product. If it chooses the first option, within a couple of
design cycles the faster company will be introducing new products that are a whole generation ahead of its competitors.
The achievement of parity in manufacturing cost and quality, no matter how much time and effort was expended on that
goal, has litdle value if the company can offer only obsolete products to its customers....

The same technologics that help designers and engineers shorten development and manufacturing time have also
changed the character of product paleties. Not only can companies develop new products or modify existing ones much
faster, but suddenly they can broaden their. product lines without losing control of cost. This capability has become
increasingly important — even imperative - in the last decade, as more and more companies attempt to elbow their way
into markets that are already approaching saturation. Capilalizing on the fragmentation of consumer preference in our
post-industrial society, many of these new competitors have sought toe-holds by designing and manufacluring vari-
ations of current products. Unless existing companics match these product offerings, they risk losing sales to the new
entrants. Companies are no longer content simply to look for market niches where they will be relatively free of com-

pelitive pressure; today they seek out ‘micro-niches.’ The result is that most companies today find themsclves offering a
grealer varicty of products, cach at lower volume, than they used to....

‘ Sy_m'gg. Designing for Product Success; The Design Management Institute, 1990.
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SUMMARY
These three examples are summarized in Exhibit F-1. The "bottom line" resulting from the analysis is clear:
Supercomputing may be more expensive than workstation-based computing in terms of actual cash outlay,

but when viewed in the context of competitive situations, it is often the best (if not the only) choice. -

Moreover, when viewed from an enterprise-wide perspective, the significance of supercomputing is even greater.
For each researcher in the above examples, a typical company might have 10, or 100, or even 1000 other employees

~ -- production workers, sales and support people, etc. -- whose jobs are dependent upon the solution(s) obtained.
Hence, the ability to obtain a solution at all (Example #1), or to obtain it faster (Example #2), or to obtain a better
solution (Example #3) can have a very broad impact, throughout the company. This is the “leverage” that makes'
HPC a critical element in industrial competitiveness. ~

I
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Exhibit F-1: Supercomputers vs, Workstations

Cost vs, Effectiveness of Solutions

IBM RS/6000

I Cost Megariops Time |

Example #1 $54,136 3,840,000,000 3.18 years
(Possibility of Solution) Cray Y-MP8 $512,000 3,840,000,000 40 working days .
Cray : IBM 9.46:1 1:1 1:29
Example #2 IBM RS/6000 $4,332 57,600,000 40 working days
(Time of Solution) - Cray Y-MP8 $11,199 57,600,000 6 working days
' ‘ Cray : IBM 259:1 1:1 1:6.67

Example #3
(Quality of Solution)

IBM RS/6000
Cray Y-MP8
Cray : IBM

$32,332 57,600,000
$80,000 384,048,000
2.47:1 6.67:1

40 working days
40 working days
1:1

~ Gartner Group, Inc.
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THE P-ARAI..LEL POTENTIAL

But there is the potential for even greater advantage, and it lies in the emerging form of supercomputing based
upon highly-parallel systems. Perhaps the most successful (so far) representative of this genre is the CM-2
“Connection Machine," developed and made by Thinking Machines Corporation. The price of the largest configur-
ation (65,536 processors) is about $8.5 million, or just over 40 percent of a Cray Y-MP8, but its “peak" processing
power is more than 10 times greater, in excess of 28,000 megaflops. On a price/peak performance basis, the CM-2
is more than 25 times better than the Cray, and it is even 15 percent better than the RS/6000.

The problem is that, because of its radically different -- that is, massively-parallel -- architecture, the CM-2 is diffi-
- cult to use on many classes of problems where the Cray and the RS/6000 are established performers. In a number
" of instances, however, the applicability of the CM-2 has been demonstrated, and the results have been impressive.
Indeed, TMC and one of its customers, Mobil Research and Development Corporation, won the IEEE Computer
Society's Gordon Bell prize for supercomputing performance in 1989 by achieving a sustained performance level
of 5.6 gigaflops (1 gigaflops = 1,000 megaflops) in a seismic processing application. This is well below the peak
performante potential, about 28 Gigaflops, of the 65,536-processor Connection Machine, but it is more than double
the peak speed of the fastest Cray currently available. v :

An important challenge now before the HPC community is to find ways to use the CM-2 (and other systems
employing parallelism) more efficiently and in a wider range of problems*. Ultimately, this may entail variants of
parallel processing that are quite removed from the CM-2 architecture, perhaps even closer to the Cray's "vector
pipeline” design, but the point is that there is a major opportunity ahead in HPC. What is needed is an initiative,
such as the Federal HPCC Program is intended to provide, to take advantage of this opportunity.

* This may help users of “traditional” vector supercomputers as well. Experience has shown that, when applications programs are adapted for massively
parallel systems, the resulting “modified” programs also run significantly fasllcr on vector (and even scalar) systems than the ,"original" versions.

S
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.

To help quanllfy the magmtude of the potenual beneflts, let us return to the three examples given above, this time
substituling a CM-2 for the Cray, as if thai couid be done in a simpie and siraighiforward fashion {which it
presently cannot in many applications because of software problems).

Example #1 ("Possibility of Solution"); The CM-2 could provide the equivalent of 10 hours/day of Cray proces-
sing in about 0.94 hours (56+ minutes) per day. At $500 per hour, the computing cost would be cut drastically,
bringing overall project costs (for the same amount of "work") to less than 10 percent of the previous (Cray-based)
level. Alternatively, the CM-2 could be run 10 hours per night like the Cray, providing more than 10 times the total
(peak) computing, but with overall project costs reduced by more than halif.

Example #2 ("Time of Solution"); The CM-2 would perform the 1,440,000 (peak) megaflops per day in less than 1
minute, allowing shortening of total project time as with the Cray (perhaps even more so, if the researcher were
willing to work a few minutes overtime each day). The total cost would be slightly less than with the RS/6000.

Example #3 ("Quality of Solution"); The CM-2 would provide in 1 hour per day more than 10 times the (peak)
computing of the Cray in the same amount of time, and the project cost would be 35 percent lower. Alternatively,
it would provide in 1 minute per day the same amount of (peak) processmg as the RS/6000 in 10 hours per day,
but at shghlly lower total project cost; and it would provide the same processing in under 6 minutes per day as the
Cray would in 1 hour per day, but at less than half the cost.
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The folldwing exhibit summarizes how the CM-2 compares with the Cray Y-MP8 and the IBM RS/6000 in these
three examples. ‘ ‘

Exhibit F-2: The Potential A_Qvgnt_a_ggs_ of Highly-Parallel Systems

Megaflops
| Example #1 | 18M RS/6000 $54,136 3,840,000,000 3.18 years
| (Possibility of Solution) § Cray Y-MP8 $512,000 3,840,000,000 40 working days
: TMC CM-2 $50,716 3,840,000,000 40 working days

| Example #2 I 1BM RS/6000 $4,332 " 57,600,000 40 working days

! ("Time of Solution) | Cray Y-MP8 $1,199 57,600,000 6 working days
: g TMC CM-2 $4,281 57,600,000 <6 working days

Example #3 : 1BM RS/6000 $32,332 57,600,000 40 working days
| (Quality of Solution) Cray Y-MP8 $80,000 384,048,000 40 working days
: TMC CM-2 - $52,000 4,100,000,000 40 working days
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As mentioned before, it is not, in general, feasible to substitute a CM-2 (or any other highly-parallel supercom-
puter) for a Y-MP (or any other vector supercomputer) at loday's state-of-the-art. But the feasibility has been
demonstrated in a number of applications, and that number is growing everyday. Even in these applications, the

"speed-up” of the parallel over the vector system may not be as great as their relative peak megaﬂops ratings
would suggest, but it is substantial nonetheless.

Thus, highly-parallel supercomputers are seen as having the potential to provide unprecedented levels of proces-
sing power, at drastically lmproved price/ performance levels. The challenge, which the Federal HPCC Program is

intended in part to address, is to realize this potential and to keep the U.S. ahead of foreign competitors in this
increasingly important segment of HPC.
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Exhibit G-1: Application Opportunities

Legend: @ Primary Area C> \O‘Y\ Qv\

(O Secondary area

-
e

APPLICATION DESCRIPTION- COMMENTS

* Materials Science | High performance computing has provided

invaluable assistance in improving our ® O ®
understanding of the atomic nature of
materials. These have an enormous impact
on our national economy. A sclected list of
such materials includes: semiconductors,
such as silicon and gallium arsenide, and
superconductors such as the high Tc copper
oxide ceramics that have been shown
recently to conduct electricity at about 100

degrees Kelvin.

¢ Scmiconductor As intrinsically faster materials such as

Design gallium arscnide are used, a fundamental ® ’ O ®
understanding is required of how they oper-
ate and how to change their characteristics.
Essential understanding of overlay for-
mation, trapped structural defects, and the
effect of lattice mismatch on propertics are
needed. However, materials with defects
and mixed atomic constituents are beyond

present capabilitics. ' - ... continued on next page

.Gartner Group, Inc. ‘ : , | 245



APPLICATION OPPORTUN ITIES |
Appendix G

~ Exhibit G-1 (cont'd)

Legend: @ Primary Area
~ () Secondary area

* Turbulence Turbulence in fluid flows impacts the '®)
stability and control, thermal character-

istics, and fuel performance of virtually
all acrospace vehicles. Understanding
the fundamental physics of turbulence is
requisite to reliably modeling flow
turbulence for the analysis of realistic
vehicle configuration.

Principally a NASA concem,
® but with wider applicability.

* Superconductivity The discovery of high temperature
superconductivity in 1986 has provided O @) ® O
the potential for spectacular encrgy-
efficient power transmission techno-
logics, ultra-sensitive instrumentation,
and devices using phenomena unique to
superconductivity, The materials
supporting high temperature supercon-
ductivity are difficult to form, stabilize,
and use, and the basic properties of the
superconductor must be elucidated
through a vigorous fundamental
rescarch program.

This is one of the newest
scientific frontiers.

= continued on next page

Gartner Group, Inc. - ! 247




¢’

' APPLICATION OPPORTUNITIES

Appendix G

Legend: . @ Primary Area 1953
.. () Secondary area 440

e Efficiency of
Comibustion
Systems

To attain significant improvements in
combustion efficicncies requires under-
standing the interplay between the flows
of the various substances involved and
the quantum chemistry which causcs
those substances to react. In some com-
plicated cases, the quantum chemistry
required to understand the reactions is
beyond the reach of current
supercomputers.

Efficient use of dwindling
hydrocarbon fuels is becoming
crucial.

¢ Enhanced Oil and
Gas Recovery

This challenge has two parts: to
locate as much of the estimated 300
billion barvels of oil reserves in the
US.as possnble and then to devise
economic ways of extracting as
much of this as possible. Improved
seismic analysis techniques as well
as improved understanding of fluid
flow through gcologlcal struclures
is required.

... continued on next page

e
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Exhibit G-1 (cont'd)

Category
Legend: @ Primary Area \ \\OO\QVQ)\
(O Secondary area
: )‘ \S‘ 4
%, % L0 N\l \ 0
<° o\ N »
)
¢ Nuclear Fusion Development of controlled nuclear fusion A long-term effort.

requires understanding the behavior of
fully ionized gasses at very high
temperatures under the influence of
strong magnetic fields in complex three
dimensional geometries.

O |®]|O0 O

’

* Design of Predictions of the folded conformation
Pharmaceuticals of protcins and of RNA molecules by

computer simulation is rapidly

becoming accepted as a useful, and

sometimes primary, tool in under-

standing the propertics required in

| pharmaceutical design.

Eli Lilly recently became the
first U.S. pharmaceutical firm
to acquire its own
supercomputer.

... continued on next page
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Category

Legend: . @ Primary Area Oo
(O Secondary area 4’.0

* Structural Biology

This function of biologically important
molecules can be simulated by computa-
tionally intensive Monte Carlo methods
in combination with NMR of crystallo-
raphic data. Molecular dynamics me-
thods are required for the time depen-
dent behavior of such macromolecules.
.The determination, visualization, and
analysis of these 3D structures is essen-
tial to the understanding of the mechan-
isms of enzymic catalysis, recognition of
nucleic acids by proteins, antibody/
antigen binding, and many other
dynamic events central to cell biology.

¢ Human Genome

Comparison of normal and pathological
molccular sequences is our current most
revealing computational method for
understanding genomes and the
molecular basis for discase. To benefit
from the entire sequence of a single
human will require capabilitics for more
than three billion subgenomic units, as
contrasted with the ten to two hundred
thousand units of typical viruses.

Requires supercomputing
power far beyond today's

- capabilities. Potential to find

cures for major diseases.

... continued on next page
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Exhibit G-1 (cont'd)
Legend: . Primary Area
(O Secondary area
* Prediction of The aim is to understand the coupled A truly "global” application
Weather, Climate atmosphere, ocean, biosphere system in ® O O with potentially far-reaching
and Global enough detail to be able to make long- implications.
Change : range predictions about its behavior.

Applications include: understanding CO
dynamics in the atmosphcre, ozone
depletion, climatological perturbations

" due to man-made relcases of chemicals
or energy into one of the component
systems, and detailed predictions of
conditions in support of military

missions.
¢ Computational The objective is to develop a global ocean ' Closely related to global
Ocean Sciences prediction model incorporating O ®

tempcerature, chemical composition,
circulation, and coupling to the
atmosphere and other oceanographic
features. This will couple to models of
the atmosphere in the effort on global
weather as well as having specific
implications for physical occanography.

climate prediction. .

- continued on next page -
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Legend: . @ Primary Area
" (O Secondary area

¢ Astronomy K Data volumes generated by Very Large
: Array (VLA) or Very Long Bascline _ 4 @
Array (VLBA) radio telescopes currently
overwhelm available computational re- -
sources. Greater computational power
will significantly enhance their useful-
ness in exploring important problems in
radio astronomy, resultingin a better
return on a major national investment.

e Quantum In high energy theorctical physics, com- ,
ghromodynamics Futcrgsimulzﬁ{ons of QCD };m}' Kielding ®.
. irst-principle calculations of the proper-
ties of strongly interacting elementary
particles. New phenomena have been
predicted, including the existence of a
new phase of matter, and the quark-
gluon plasma. Properties under the
conditions of the first microsecond of the
Big Bang and in the cores of the largest
stars have been calculated by simulation
methods. Beyond the range of present :
experimental capabilitics, computer \
simulations of grand unified "theories of
evcgthing" have been devised using
QCD (Lattice Gauge Theory).

Requires speeds far beyond
today's supercomputers.

... continued on next page
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Exhibit G-1 (cont'd)

Legend: @y ary swrea =
() Secondary area
* Speech Speech research is aimed at Has potentially very broad
providing a communications applicability in the computer
interface with computers based on age. May also be uscful in
spoken language. Automatic certain weapons systems.
speech understanding by computer :
is a large modeling and scarch
problem in which billions of
computations are required to
" | evaluate the many possibilities of
what a person might have said
within a particular context
* Vision The challenge is to develop human-level Broad applicability in

visual capabilities for computers and manufacturing, logistics

robots. Machine vision requires image processes and possibly

signal processing and reasoning. A weapons systems. Tougher

competent vision system will likely problem than speech.

involve the integration of all of these :

processes with close coupling.

.. continued on next page

Gartner Group, Inc.

253



R 'V

' APPLICATION OPPORTUNITIES

W

Appendix G

Legend: . . @ Primary Area
() Secondary area

¢ Vchicle Signature Reduction of vehicle signature (acoustic,

- electromagnetic, and thermal
‘characteristics) is critical for low
detection military vehicles.

* Undersca The Navy faces a severe problemin
Surveillance maintaining a viable anti-submarine
warfare (ASW) capability in the face
of quantum improvements in Sovict
submarine technology, which are
projected to be so substantial that
evolutionary improvements in
detection systems will not restore
sufficient capability to counter their
advantages. An attractive solution
to this problem involves revolu-
tionary improvements in long-range
undersea surveillance which will be
computationally inicnsive.

.. continued on next page
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Exhibit G-1 (cont'd)

Legend:

. Primary Area

(O Secondary area C ¢

* Engineeri ng
Applications

Structural analysis of products, in-
cluding crash simulali‘:)n of vehicles, ® O O
fluid dynamics modeling of
products and processes, etc. are
important in reducing cost,
achieving higher quality, and
reducing time to market.

Aerospace, automotive and
chemical industries are
early adopters, but there is
broad applicability across
all industries. '

¢ Computational
Chemistry

Molecular modeling and simu-
lation of chemical reactions underlie ® O O O
the development of new materials,
electronics, pharmaceuticals, etc.

¢ Film Animation

A perennial low-profile user of
supercomputing power, this area o
will become more prominent with
the shift to image-based computer
applications in the 1990s.

* Bond Bidding

Financial applications of
supercompulers, based upon ® O
complex cconometric models,
should emerge in the 1990s.

Three Japanese sccuritics
firms have purchased

. supercomputers in the

past two years.
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HPC HUMAN RESOURCES .-

Notwithstanding the concerns with the various aspects of U.S. HPC leadérship which are described above, there is
one problem which tends to overshadow all others: the lack of adequately trained manpower. In recent years, the
number of baccalaureate degrees in science and engineering awarded to U.S. citizens has leveled off or declined
because of a decreasing college-age population. And since the mid-1960s, the rate at which students with natural
science and engineering baccalaureate degrees from U.S. institutions went on to earn Ph.D.s has dropped by half.

‘This reduction has been especially apparent among U.S. males, a group that has historically been the mainstay for
‘doctoral degrees.

The recent growth in Ph.D. awards in several fields is largely due to greater partncnpatlon by foreign students. In
engmeermg, almost 60 percent of all doctorates are now awarded to foreign nationals, as are over a third of the .
doctorates in mathematics and physics. Approximately half of all foreign graduate students remain in the United -
States after getting their degrees, making valuable contributions to the nation's economy, research and education,
but the likelihood that they will return to their homelands in increasing numbers to take advantage of improved
career opportunities there raises serious questions about their continued availability.
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Exhibit H-1; Science Doctorates
Received in th 1979-1
12.5%
. 22.1%

| US citizens

[0 Foreign citizens,
permanent visas

Foreign citizens, -
temporary visas

83.3% 73.1%

Note; Total Science includes: Physical Sciences; Earth, Atmospheric and Marine Sciences; Mathematics; Computer/
Information Sciences; Agricultural and Biological Sciences; Social Sciences; and Psychology.

‘
|

Source: March, 1990, report of the Science and Engineering Education Sector Studies Group, National Science Foundation.
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Exhibit H-1 shows the percentage distribution of U.S. science doctoral degrees awarded to U.S. students and
non-U.S. students. The United States has gone from an 83.3 percent share in 1979 to 73.1 percent in 1989. Doctoral
degrees to foreign students holding temporary visas, on the other hand, have increased from a 1979 share of 12.5
percent to 22.1 percent of doctoral degrees awarded in 1989. This represents a compound annual growth rate
‘(CAGR) of 5.9 percent for holders of a temporary visas, and a negative 1.3 percent CAGR for U.S. students.
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The situation in engineering is even worse. As Exhibit H-2 demonstrates, during the past ten years the share of
engineering degrees obtained by holders of foreign temporary visas has grown from 34 percent in 1979 to 47

_percent in 1989. The United States share has decreased from 53 percent in 1979 to 45 percent in 1989. The portion

. of engineering degree recipients with permanent visas fell from 13.3 percent in 1979 to 8.7 percent in 1989. In
terms of nationality, Koreans have a CAGR of 23 percent over the 1979-1989 time frame, and Taiwan follows
closely with a 16 percent CAGR, while India has gone from 142 doctoral degrees in 1979 to 216 doctoral degrees
in 1989 (a CAGR of 4.3 percent). Japanese students, surprising as it seems, have dwindled from 26 recipients in
1979 to 19 doctorates granted in 1989 (a CAGR of negative 3.2 percent).

R
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Exhibit H- E gineermg Doctorate§
n

2:
Received in the .S _1979.1989

A I

1989

U.S. citizens

[0 Foreign citizens,
permanent visas

Foreign citizens,
temporary visas

8.7%

Note: Total Engincering includes: Chemical, Civil, Electrical, Materials Science, and Mechanical Engincering.

[

Source: March, 1990, report of the Science and Engincering Education Sector Studies Group, National Science Foundation. -
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In computer and information science, the decline in U.S. share of doctorates from 1979 to 1989 is even sharper than
in science and engineering overall. As shown in Exhibit H-3, foreign students with temporary visas more than
- “doubled their share of doctorates in this period. In terms of absolute numbers, however, the picture is a little
- brighter. The number of computer/information science doctorates earned by U.S. students approximately
doubled from 1979 to 1989, and when foreign students with permanent visas are included, the increase was 125
percent (see Exhibit H-4).
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Exhibit H-3: Computer/Information Science
Doctorates Received in the U.S.. 1979-1989
1979 1989

U.S. students

[J Foreign students,
permanent visas

Foreign students,
temporary visas

78.7%

Source: March, 1990, report of the Science and Engincering Education Scctor Studies Group, National Science Foundation.
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xhibit H-4: r/Information Scien
Doctor. Received in the 1979-1989

350 T

300 4 /
' / == U.S. citizens
250 + .
: / «. Foreign citizens,

200 + : , — temporary visas
. : - 8 e s o om—
150 .1'.\'/ N / A / . Foreign citizens,
N Lo - ' permanent visas
100 } . e | |
-
50

o 00— , —=% ' — } |
1979 1980 1981 1982 1983 1984 1985 1986 1987 1988 1989

Source; March, 1990, report of the Science and Engincering Education Sector Studies Group, National Science Foundation.
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That, however, does not directly address the problem of HPC manpower, because as (former NSF Director of
Computer/Information Science and Engineering) Gordon Bell noted in a recent paper on "The Future of High
Performance Computers in Science and Engineering," the computer science community has not given HPC the
attention it deserves. Even more to the point, the vast preponderance of potential users of HPC are trained in
other academic disciplines and may be totally ignorant of computational science and its benefits. Although all of
the leading American universities either have their own supercomputer facilities or have access to some (see

Appendix J), that may not be enough, because as Michael Porter has noted, high quality at the top.can imask grave
‘problems elsewhere in the educational system.

In general, the common perception of managers and other experts in various aspects of HPC is that the U.S. is
woefully lacking in scientists and engineers with the training and/or experience to design, program, and use
supercomputers. This is partly due to the overall shortage of people in science and engineering, but the situation
is especially acute, and the implications are especially serious, in High Performance Computing. ‘
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HPCC PROGRAM IMPACT

Although the "Basic Research and Human Resources” component of the proposed Federal HPCC Program is the
smallest is terms of total funding, it is in many respects the most important component in terms of its bearing

upon the ultimate success of the program. Building more and bigger supercomputers will be fruitless unless there
is a sufficient number of people who are able and willing to use them. '

The goals of the"‘Human Resources” component of the HPCC Program include:
| +  Attaining a level of 1000 computer science Ph.D.s per year by 1995;
« - Promoting at least 10 interdisciplinary computational science and engineering degree programs;
'« Upgrading 10 university computer science department to the standards of the current 10 best; and
° Upgrading an additional 25 computer science departments to nationally competitive quality.

Curiously enough, if the number of coinpuler science Ph.D.s continues to grow at the 8 to 9 percent annual rate
seen in recent years, more than 1000 docterates would be produced in 1995 without the HPCC Program. However,

it is very uncertain whether this level of growth can be sustained without additional Federal funding, such as that
included in the proposed HPCC Program.
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As shown in Exhibit H-5, we project that the HPCC Program would increase computer science Ph.D. production
(over what would be otherwise attained) by about 19 percent in 1995 and by as much as 35 percent, to more than.
2,000, in the year 2000. Masters and bachelors degree output would also be boosted, as suggested in Exhibit H-6,
to nearly 11,000 and 23,000, respectively, in 2000 (as compared with about 4,500 and 11,000 in 1990).
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Exhibit H-5: g:_o_mpggg[['l'nformgtion Exhibit H-6; Computer/Information
Science Doc;or_a_ggg, Scenarios A and B Science Degrees, Scenario B
2,500 ‘- .
]
/'/
2,000 + - B 1 .
ache or?/
- 1,500 +
1,000 + ? Scenario A
500 -
0 —t—

Gartner Group, Inc.



.l-'- . ' I @ h R . i
.~ HPCC PROGRAM IMPACT | |
' Appendix H

In the present context, what is more important than the actual number of computer science graduates is the por-
tion of computer scientists who are.working in HPC. As noted above, this portion has been rather meager in
recent years, but perhaps the prospect of a new source of research funding will attract more computer scientists to
HPC. Still more important may be the training of scientists and engineers, other than those already in the

computer field, in computational science. Here an old adage may be apt: "It is easier to teach programming to a
scientist than to teach science to a programmer." ‘ . ’

In light of the perennial paucity of funds in academia, it seems virtually certain that the availability of additional
research and education funds for HPC will attract more and better students. Perhaps it is not too much to hope
that the HPCC Program will even capture the popular imagination (as MITI's computer initiatives seem to have
done in Japan) enough to attract some students away from pursuing MBAs and law degrees.
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JAPAN

In the past 20 yéars, Japan has emerged from the shadows to assume a dominant position in the information
industry, not only in supercomputers, but across the board. For instance: '

*  Of the world's top 10 information systems companies (measured by 1989
information systems revenue in Datamation magazine's annual survey),
the Japanese.are ranked 3rd (NEC), 4th (Fujitsu), and 6th (Hitachi);

*  Inmainframes, Japanese companies are ranked 2nd, 3rd, and 4th;
* Inminis, they have the 3rd, 4th, and 6th spots;
*  In workstations, they are 4th, 6th, and 9th;
_*  InPCs, the Japanese are 3rd, 7'th and 10th;
* Insoftware, Japanese firms are in 2nd, 4th, and 8th place;
* Inperipherals, they hold the 3, 5, 7, and 10 positions;
*  Indata communications, they are 3rd, 5th, 7th, 8th, and 9th;

e And in vended semiconductors, the Japanese are 1st, 2nd, 3rd, 5th, 7th,
and 9th. '

In its computer production, Japan has grown at almost twice the rate of the U.S. in recent years -- 26% vs. 14%
compound annual growth rate (CAGR), 1977-1987 -- and Japan has become the leading foreign supplier in the U.S.
computer market -- 42% of U.S. imports, 16% of U.S. consumption, and $5 billion trade surplus in.1987. (These .
numbers would be even higher if the shipments of Japanese-owned manufacturing facilities in the U.S. were
included.) Japanese firms also compete vigorously against U.S. computer suppliers in every key foreign market;
.altogether, about one-third of Japan's computer output is exported - 36% CAGR in export value, 1977-1987.
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How did the Japanese do it? Through a carefully coordinated and flexible set of government actions designed to
protect and nurture their domestic information industry. As described in Marie Anchordoguy's definitive study,
Computers, Inc. (Harvard University Press, 1989), these actions have been of four basic types:

e  Protection of domestic markets;

Financial assistance to key firms;

o Assistance in financing of computer leases (via JECC); and
e  Cooperative R&D programs.

". The last of these is relevant to the proposed Federal HPCC Program, because it shows the kind of competition
which this program is attempting to meet --and it may even provide a model for the U.S. to consider.

As shown in Exhibit I-1, the Japanese government -- in particular, the Ministry of International Trade and Industry
(MITI) -~ has sponsored a succession of R&D projects aimed at building the strength of Japanese companies in
various aspects of the information industry. To some extent, MITI did "pick winners and losers" in that it selected
which technologies would be emphasized at various times and it decided which Japanese companies would be
allowed — or, in some cases, forced -- to participate in each of the projects, and how. (The same could be said,
albeit to a lesser extent, of the government-sanctioned and partially government-supported consortia, such as
MCC and Sematech, established in the U.S. in the 1980s.) But the “picking winners and losers" characterization
distracts attention from an essential point: once the projects were concluded, Japanese companies (whether project
participants or not) were quick to apply what had learned in the projects to the development of commercial pro-
ducts, and it was there, and in the subsequent competition in the marketplace, that the real "winners and losers"
were ultimately determined. : ‘ ' o
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Exhibit I-1: Japanese Computer-Related R&D Projects

When Project nding | 1982 Dollars
1962-1965 | FONTAC $2M $6.1 M
1966-1971 | Super High Performance Computer $35 M $90.4 M
1968-1971 | DIPS-1 $I7 M $237.3 M
1971-1980 | PIPS $67M | $109.6M
1972-1975 3.75 Genefation Computers $235M $454.4 M
1973-1975 | DIPS-11 $15M $27.8 M
1976—1980 VLSI | $323 M. $447.5M
1976-1981 | Software Automation $30 M $39.8 M
1979-1986 | Opto-electronics $82 M $80.4 M
1979-1983 | Software Technology $2i5 M $228.8 M
1981-1988 | New Function Elements $20 M $18.3 M
1981-1989 | Supercomputer $105 M $94.6 M
1982-1991 Fiflﬁ Generation Computer $357 M $308.6 M

Note: The figures in this exhibit
should be interpreted with great
caution. Not only are there prob-
lems in translating Japanese yen
to U.S. dollars (because of wide
differences in the exchange rates
over the ycars), but there are
even greater difficullies in sor-
ting out Japanese government
expenditures from total project
budgets (which usually include
contributions from the industrial
participants). In addition, NTT -
has sometimes conducted its -
own parallel "shadow” projects,
thereby further intensifying the
overall level of R&D (and/or
providing a hedge in casc the
MITI -backed approach did not
work out).

Sources: Marie Anchordoguy, Computers, Inc., Harvard University Press, 1989; and Gartner Group.
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Another important point is that the funding came from a number of sources (see Exhibit I-2). However, because
most of the leading universities in Japan are government-run and NTT was, until recently, a government-owned
corporation, government funding realiy consisted of three components. On numerous occasions, there was
competition among the various Japanese government agencies in these matters, but when push came to shove,
there was general interagency cooperation and concerted action -- which is an important facet of the U.S. HPCC
Program, both in its formulation and in its proposed implementation under the aegis of OSTP.

Again we hasten to add that these R&D projects are not solely responsible for Japan's rapid rise to eminence in the
worldwide information industry -- but they certainly helped. In the words of a December, 1989, report from the

Secretary of Commerce to the House Appropriations Committee on The Competitive Status of the U.S.
Electronics Sector: From Materials to Systems:

"Although government support substantially influenced the development of the Japancse computer industry, other
factors have had some bearing on the success that the Japanese have enjoyed in the world market. Japan has a culture
which promotes cooperation between government, industry and labor to achicve national goals once a consensus is
reached. This nation alsa has a well-educated populace which has provided industry with the skilled human resources it
needs and assisted in the creation of a strong technical base. For example, the performance of Japanese high school
students on international tests of mathematics and science skills has consistently outpaced those of other major
industrialized countries for over a decade.... '

"Japanese corporations have certain characteristics of their own which have made them formidable competitors. Their
managers gencrally take a long-term view in developing corporate strategy. As a result, they place great emphasis on
gaining market share at the expense of short-term profits and [they]) price aggressively (even dump) to attain this goal.
They have paid close attention to process and production technology. This has allowed the Japanese to become low-cost,
high-volume producers. They also understand the importance of linking R&D and manufacturing to ensure efficient
technology transfer within the corporation and to build quality and reliability into their products.” :
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What the Japanese have done in the past, however, is not necessarily what they will do in the future. As the times

change, they will shift their tactics -- and we in'the U.S. should be prepared to shift ours. To quote the Secretary of
Commerce's report once again:

“Government policy in Japan is currently directed toward helping the Japanese computer industry gain technological
superiority during the 1990's and ultimately dominate the world market. However, the [Government of Japan's| role in
charting a course for the industry has become more complicated, and the problems Japan faces today are somewhat dif-
ferent than they were a decade ago. In fostering research, the government continues to set goals for the national projects
and contribute funds for them, but it has found cooperation from Japanese companies harder to obtain. It must contend
" not only with corporations placing a higher priority on their own internal R&D efforts, but also with the fact that both
govemment and industry must compete for a limited number of qualified researchers in Japan who can work on such
exotic technologies as artificial intelligence and superconductivity. In response to this need, the [{Government of japan)
has begun to reform its education system. It is pouring more funds into basic research within academia, expanding

collaborative efforts between universitics and industry, and revising science and engineering curricula to improve
Japan's capacity to innovate.” -

e
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EUROPE = :

In contrast to Japan, Europe played a major role in the early days of computer development, during and
immediately following World War 1. However, since the mid-1960s, European computer firms have struggled to
keep pace with their American -- and, more recently, their Japanese -- counterparts. This is not to deny, however,
the continuing vigor of European scientific research, including that in High Performance Computing. In 1977,
when the marketplace in contemporary supercomputers was just being established, the first sale to an institution
outside the United States was made to the European Centre for Medium-Range Weather Forecasts (ECMWEF) in
Reading, England. And in 1979, Cray made additional sales to the British Atomic Weapons Research
_ Establishment in Aldermaston and to the Max Planck Institute for Physics in Garching, West Germany. .

The problem for Europe, in HPC as in many other areas, is its political and economic fragmentation. Although it
may outnumber and outweigh Japan when taken as a whole, Europe has frequently been the victim of the long-
standing rivalries and mistrust among its various countries, and this may be an insurmountable barrier to
attaining "critical mass" in R&D projects in rather esoteric areas such as HPC. Nevertheless, like the U.S. -- perhaps
even better than the U.S. — Europe has responded to the Japanese challenge by establishing a number of research
efforts pertaining to High Performance Computing (see Exhibit 1-3). Although it is dubious that a rival for Cray
Research will emerge from this milieu, some smaller contenders have already entered the parallel supercomputer
(or minisupercomputer) market with systems based on the Inmos "transputer” chip. Certainly, the entrepreneurial

spirit is alive and well in Europe, so we would expect to see additional commercial ventures stemming from
European research experience in HPC in the coming years. ' : '
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" Funding

Program -

Participants

Primary Focus

Eur

Comments

European
Academic
Research
Network
(EARN)

Information not
available at this
time.

Eureka (loose
abbreviation
for European
Research
Cooperation
Agency)

$200 million -
earmarked for
projects over a

five-year period.

National Science
Foundation

Comell University

European Laboratory
for Particle Physics;
Geneva, Switzerland

MCI Communications
Corp.

Britain
France

Germany

Research and academic
computer network;
high speed data link to
support collaboration/
information exchange
Hoth sides of Atlantic.

A broad-based effort
to improve Europe's
competitivencss in
high technology.

Founded in 1984 with support of 21
countries; network is similar to U.S.

BITNET; recent partnership with NSFnet
and EASInet.

Aims at becoming a national center for
education and training about supercom-
puters as well as a source of services for
rescarch using supercomputers.

... continued on next page
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Exhibit I-3 (cont'd)
Program Funding Participants Primary Focus Comments I
European Average annual Groupe Bull Collaboration in Established in 1984; the three sponsors
Computer budget of $7.5 long-range rescarch in share fully in all costs in the laboratory.

. ICL A A . . .

Industry million. : artificial intelligence Sponsoring companices get free licenses
Research Siemens and cxpert systems. to products and systems developed at
Center the laboratory.
(ECRQO)
European Supermode I: Thom EMI Advanced ESI’RIT has produced a high level of
Strategic $25 miillion, Telmat microclectronics continental scientific cooperationand
Program for 1984-1988; _ Software technolo coordination. It has resulted in technical
Research in Supermode 1l INMOS 1oy progress in VLSI and the formation of
Information $30 million, RSRE Computcr-integrated manulfacturing coalitions.
Technology 1988-1992 manufacturing
(ESPRIT 1 &II) ARSIS

Univ. of Grennble

Univ. of
Southhampton

Office automation

-.*

)

. continued on next page
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Program .

| Funding

Participants

Primary Focus

Comments

Research in
Advanced
Communications
in Europe
(RACE)

Information
Technology
Initiative

Superconductors
Research
Programme

$600 million
pledged by over

350 organizations.

$29 million
allocated by
government. -

[}

$8 million
funded by

. government.

350 + organizations

UK industry and
govcmmcnl

UK industry and
government

Provide Europe with
advanced telecom-
munications scrvice
in a timely manner.

Government has been

cncouraging rescarch

and Unix standards.

Research in high Tc
superconductivity.

Hopes to provide integrated broadband
communications (1BC) by 1995.

Since 1979, the UK's trade deficit in
information technology and electronics

has grown from $440 million to $2.0
billion.
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In the words of John Rollwagen, Chairman and CEO of Cray Research: "If it weren't for the U.S. government, there
would be no U.S. supercomputer industry.” Indeed, there might not even be much of a U.S. computer industry of
any kind. The role of government R&D in nurturing innovations which have subsequently been exploited com-
nmercially in the computer industry extends all the way back to the wartime work of Eckert and Mauchly, the
fathers of Univac. Some more recent examples of commercial high performance computer systems which have
roots in government-funded research are given in Exhibit I-4.
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HPC Technology | University | Company
Multiprocessing, parallelization, University of lllinois Alliant, Cray, others
vectorization Rice University

Reduced Instruction Set Computing (RISC) | Univ. of Calif. - Berkeley Sun Microsystems

Stanford University MIPS Computer Systems
The Connection Machine MIT Thinking Machines Corp.
Very Long Instruction Word processor Yale University | Multiflow Computer, Inc.
Systolic processors Carnegie Mellon Univ. | General Electric
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The issue at hand, however, is the future. Research spending by the U.S. government has not kept up with in-
flation in recent years. American spending on non-defense research is about 1.9 percent of gross domestic product
(GDP), as compared to 2.8 percent in japan and 2.6 percent in Germany. This relatively greater investment in
non-defense R&D by overseas competitors is doubtless a factor in their success in seizing market share in so many
consumer and manufacturing product areas, such as automotive, machine tools, semiconductors, etc. Although
U.S. laboratories have provided the research underpinning for many of these products, foreign competitors have

_ been notably more successful in translating this research into commercial sales. Even overall American R&D
spending, with defense included, is now lower as a percentage of GDP than in Japan, Germany, and Sweden. For
example, according to the National Science Foundation, the United States spent $111.5 billion (2.8 percent of GNP)
for R&D in 1988, while the Japanese spent $42.3 billion (2.9 percent of GNP).

" To make matters worse, defense R&D spending appears to be facing deep cuts, especially in light of recent

" developments in Eastern Europe. The conundrum here is that, on the one hand, Pentagon contracting and sub-
sidization of advanced technology research and development has been the primary engine of U.S. technological
prowess. On the other hand, while the private sector has assumed a larger role in recent years, private sector R&D
investment is now declining, which still leaves a critical role for the Defense Department in developing new tech--
nologies. The fact that the Defense Advanced Research Projects Agency (DARPA) has become the principal
government funding source for partially civilian technologies -- such as high definition television (HDTV) --
illustrates the nation's habit of looking to the Pentagon for support in generating advanced technology. The
dramatic reduction in the Soviet threat and domestic pressures for diverting Defense Department dollars to other
uses will radically reduce the funds available to the Pentagon for this purpose in the 1990's. Absent a continuing
flow of Federal seed capital for research and development and applied technology, U.S. technology will have even
greater difficulty competing against foreign firms, which are already subsidized by their governments. And there
is growing danger that America will also become increasingly dependent upon overseas suppliers of critical
technologies needed to maintain and develop a modern military establishment. :
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Although some experts argue that a decline in defense-related R&D spending will have only a minor impact on
U.S. technological competitiveness, because rising private sector spending in this area will take up the slack,
recent evidence does not bear this out. Industry and other non-federal R&D spending did increase from 36% to
53% of the national total during the last 30 years, but this trend appears to be leveling off. The most recent study
by the National Science Foundation indicates that, for the first time in fourteen years, private sector R&D has not
kept pace with inflation and that investment in basic research is declining. And another recent survey, by the
Center for Innovation Management Studies of Lehigh University, found that U.S. industry is spending less on
R&D and reducing its support for research in corporate labs.

. Several reasons exist for this downturn. Declining corpcrate profits, the traditional vulnerability of R&D invest-
. ment when firms need to trim their operations, the requirement for rapid return on investment, and the threat of
hostile takeovers are some of the driving factors. Beyond these lies the sheer cost of developing new technologies,
which can extend the resources of the largest companies. But R&D spending by America’s international competi-
tors is accelerating and, in some cases, is surpassing the rate of U.S. R&D expenditures. While the U.S. is strug-
gling to stay even with the rate of inflation, Japan is increasing its R&D spending at a rate of 12 percent annually.

What is hidden in all the foregoing figures on relative levels and rates of R&D spending is the allocation of funds
among basic research, applied research, and development. In Europe and the U.S,, basic research is primarily the
province of academia, with some involvement by government laboratories and a few well-heeled large com-
panies. Small companies rarely participate in basic research at all, except possibly through consortia, even though
they are regarded (in the U.S. at least) as a primary source of innovation. In applied research, the picture is shifted
only slightly, with proportionally greater participation by government and the private sector. Development,
however, is regarded as an exclusively private-sector domain, with even consortia being prohibited by antitrust
laws (except for ad hoc multiple-company teams which occasionally bid on major defense systems).
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This is in contrast t

emphasis is upon development first, applied research second, and basic research hardly at all. And unlike the
U.S., there may be cooperation in development in Japan -- although this seems to have little moderating effect
upon the overall (very intense) competition. (One of the first actions in Japan's industrial policy for computers was
to pass a measure — in 1957 -- exempting the computer industry from the antitrust laws imposed by the U.S. Occu-
pation and even allowing MITI to force companies to participate in cartels when the government felt it necessary.)
But while the amount of Japanese spending on basic research has been quite small, as compared with that in
Europe and the U.S,, that is now changing. Beginning with the establishment of the Fifth Generation Computer
Project in 1981, Japan has been increasing its emphasis on basic research, not only in academia and government,

" but in the private sector as well. Perhaps this is an indication that Japan feels that it has attained sufficient econo-
mic status that it can now afford this "luxury” (which it certainly could not afford during post-war reconstruction)
and/or that it can no longer depend upon the U.S. (and Europe) to sustain the level of basic research it needs to
fuel its future growth. At any rate, it appears that U.S. pre-eminence in basic science is also going to be challenged
in the years ahead. -

the situation in Japan — and in the newly industrialized nations of Southeast Asia -- where the

These trends seem to indicate that the United States is headed for second-rate economic status unless there is a
turnaround in attitudes and investment practices. Without the defense spending dynamo to drive it, America's
technological engine does not seem to be capable of generating and maintaining the momentum necessary to keep
pace with Japan. Although Europe is running a distant third in the HPC race at present, the renewed vitality there,
resulting from the impending 1992 unification and the breakup of the Eastern bloc, might even put it in a position
to pass the U.S. by the end of the decade. Certainly, the current European renaissance is evidence of a willingness
to take decisive action in response to the Japanese challenge. It is time for the U.S. to act decisively, too.
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Exhibit J-1;: Supercomputing Facilities at U.S, Universities
Institution Supercomputer Institution Supercomputer

ALABAMA
Alabama Supercomputer Authority
University of Alabama

ARIZONA
Arizona State Unlversity

Northern Arizona University
University of Arizona

CALUIFORNIA
California Institute of Technology (JPL)
California Polytechnic University

California State University, Hayward

Cray X-MP/24
1BM 3090-400E/VF

Convex C2; Cray X-MP/
14sc; IBM 3090-500E/3VF

I1BM ES/9000-210/VF

Convex C120, C240; IBM
3090-300E/ VF; SCS 40

Cray X-MP/18

Pyramid 90X; 1BM 3090-
400E/VF

Pyramid 9805; Sequent
$-27

CALIFORNIA, continued

California State University, Saccamento

Humboldt State University

John F. Kennedy University

Point Loma Nazarene College
San Jose State University
Stanford University

University of California, Berkeley

University of California, Davis
University of California, Los Angeles

University of California, San Diego
University of San Diego
University of Southern Califomia

Sources: Alliantr Computer Systems; CDC; Cray Research; DEC; 1BM; Thinking Machines;

Sidney Fernbach; Supercomputing Review; Sidney Karin and Norris Parker Smith, The
Supercomputer Era, Harcourt Brace Jovanovich, 1987; Charles H. Warlick, ed. Directory of
Computing Facilities in Higher Education, University of Texas at Austin, 1990.

Elxsi 6400; Multiflow
14[300

Sequent S-81

Encore Multimax 310
Encoré Multimax 520
Sequent 8000

IBM 3090-600E/6VF

Ardent Titan; Cray X-MP/
14; 1BM 3090-200S/VF,
3090-300E/2VF

DEC VAX 6000410 VF

1BM 3090-600)/6VF; SCS
40

(See Exhibit J-2)
Pyramid 9805

Alliant FX/180, FX/2800;
1BM 3090-180E/VF

... continued on next page
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Institution

Exhibit ]J-1 (cont'd)

Supercomputer

Institution

Supercomputer

] COLORADO
Colorado State University
i University of Colorado, Boulder

¥ University of Colorado, Denver

| CONNECTICUT

Uf\iversity of Connecticut

§ Yale University

I Howard University

| University of Delaware

FLORIDA

Florida Institute of Technology

Gartner Group, Inc. -

CDCCyber205/422 |
Alliant FX8; Sequent 21000 3

Intel IPSC; Pyramid 90X;
Sequent Symmetry

IBM 3090-150E/VF,
ES/9000-580/3VF

IBM 3090-180E/VF

M Florida State University

University of Florida

¥ University of North Florida

University of South Florida

Georgia Institute of Technology

Alliant FX/2800; IBM
3090-180} /VF

Bl University of Georgia

llE!!Hll

1BM 3090- 300E/3VF

Ardent

University of Hawail, Manoa

ILLINOIS

i Illinois Benedictine College A

Illinois Institute of Technology

Cray Y-MP/432; ETA
10Q-264; Thinking
Machines CM-2/64K

IBM 3090-600E/6VF
Scquent B800O
1BM 3090-300E/VF

CDC Cyber 180/990;
Pyramid 90X; Sequent
S-81

CDC Cyber 205/622;1BM §
3090-400E/2VF

Alliant FX8; 1BM 3090-
200E/VF

Sequent Balance

Encore Multimax

... continued on next page
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Institution

Exhibit J-1 (cont'd)

Supercor'nputer

Institution

Supercomputer

INQI n
North Central College |
Northern Illinols University
Northwestern University
Southern Illinois University

University of Illinois, Urbana- Champaign

William Harper Rainey College

INDIANA

Indiana State University

Indiana University

Indiana Univ.-Purdue Univ/Indianapolis
Purdue University

Sequent 5-27
Encore Multimax 6
Pyramid

IBM 3090-150E/VF

Alliant FX/2800; Convex
C220; Cray X-MP/ 48; two
DEC VAX 6000- 410 VFs;
1BM 3090- 300} /3VF;
Pyramid 90X; Sequent B-
8000; (Sce also Exhibit }-2)

Sequent

Sequent
IBM 3090-120E/VF

IBM 3090-180)/VF

CDC Cyber 205/422; ETA-
10P; IBM 3090-180E/VF;
Sequent Symmetry, 5-37

Iowa State University
University of Notre Dame

University of lowa

KANSAS
Bethany Coilege
Sterling College

KENTUCKY:
University of Kentucky
University of Louisville

LOUISIANA

Loulsiana State Unlversity, Baton Rouge

University of Southwestern Louisiana

SCS 40
Convex C120

Alliant FX8; Encore
Multimax; IBM 3090-
200E/VF

.
Encore -

Encore

IBM 3090-600]/6VF
1BM 3090-400E/VF

FPS 264, 500; 1BM 3090-
600E/2VF .

1BM 3090-200/VF;
Pyramid 90X

... continued on next page
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Institution Supercomputer Institution

Supercomputer

University of Maine IBM 3090-180E/VF

§ MINNESOTA
~ ¥ Bethany College and Seminary Pyramid 90X
Hamline University Sequent 5-27

MASSACHUSETTS @ University of Minnesota : Cray X-MP/48, Cray-25/
® Boston University Encore Multimax; IBM r gzl()ztzfﬁcl%r:dh;(‘)g:)‘j:&);l/ :
| ' 3090-200/2VF v \ 6Vi;s; Intel Hypercube;
' Framingham State» College . Encore Multimax 320 :{ 'g:lx‘r-\lzci/g%rachines
Massachusetts Institute of Technology Cray-2/4-256 i U ) . .
{ Northeastern University Pyramid 98X niversity of Minnesota, Duluth Encoye Multimax
i Tufts University 4‘ . Encore Multimax 310 :

i CDC Cyber 205; ETA-1
j MICHIGAN yber 205 ETA10Q §

2 Michigan State University BBN GP-1000; Convex

220;1BM 3090-180/VF W MISSOURI

Michigan Technological University Alliant FX/2800s (two); University of Missouri IBM 3090-170)/VF
Encore Multimax 520; ~
Sequent 8000

| University of Nebraska, Omaha

University of Michigan : IBM 3090-600E/2VF

Sequent B8000

.. continued on next page
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Exhibit J-1 (cont'd)

Institution Supercomputer Institution Supercomputer

NEW HAMPSHIRE-
Plymouth State College/UNH Pyramid 98X

INEW YORK, continued .
SUNY/Binghampton ' 1BM 3090-180)/VF
SUNY/Buffalo Encore Multimax; IBM -

W 3090-180E/ VF; Intcl
NEW JERSEY

Hypercube
Rutgers, The State University Pyramid 9810 Syracuse University Alliant FX80; Encore

Multimax 520/16, 320/20;
Thinking Machines CM-1,
CM-2

NEW MEXICO

New Mexico State University FPS T-100; Sequent 5-26,
University of New Mexico Sequent 5-27

NORTH CAROLINA
Morth Carolina State University IBM 3090-180]/VF

NEW YORK North Carolina Supercomputing Center Cray Y-MP8/432
Clarkson University Alliant FX8 '

University of North Carolina, Chapel Hill | Convex C240; IBM 3090

Cornell University 1BM 3090-200] /2VF; (See 170]/VF

also Exhibit J-2) University of North Carolina, Wilmington | Sequent B§
CUNY, University Computing Center - | IBM 3090-400E/2VF Wake Forest University Convex C120
King's College ' Encore Multimax 310
New York University ' Elxsi 6400

NORTH DAKOTA : :
North Dakota State University : IBM 3090-200E/ VF

IBM 3090-2005/2VF;

Rensselaer Polytechnic Institute
. Sequent 2100

.. continued on next page
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Institution Supercomputer ~ B Institution Supercomputer

| OHIO
Air Force Institute of Technology Elxsi 6420; Encore

: Multimax 320

Akron University IBM 3090-200/VF

f Ohio Supercomputer Center Convex C1; Cray
X Y-MP8/864

¥ Lehigh University Ardent T1-253

{ Pennsylvania State University IBM 3090-600S/6VF;
: ES/9000-320/ VF

¥ Pittsburgh Supercomputer Center (See Exhibit J-2)
I} Temple University | FPs 264

9 | University of Pennsylvania Ardent Titan II; 1BM 3090- §
! OKLAHOMA i 200E/2VF

Oklahoma State University IBM 3090-200S/VF Villanova University : Pyramid

! University of Oklahoma Encore Multimax

§ OREGON IBM 3090-180E/VF; IBM
= Oregon Institute of Technology Scquent $-27 . ‘ A ‘ ~ | ES/9000-320/VF

Portland State University Sequent 5-27
Oregon State University FPS Mé4; Sequent 21000
University of Oregon ‘ ) Convex C1 Clemson University - | DEC VAX 6000-410 VF
University of South Carolina . . | DEC VAX 6000-440 VF
PENNSYLVANIA ' |
Drexel University 1BM 3090-150E/VF SOUTH DAKOTA

Augustana College | Encore Multimax 310

... continued on next page
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Exhibit J-1 (cont'd)

Supercomputer

Institution

Supercomputer

TENNESSEE

University of Tennessee

TEXAS
Houston Area Research Center
ISoulhweslem University

St. Mary's University

Texa;s A &M University

Texas Tech University
University of Texas, Arlington

University of Texas, Austin

University of Texas, Dallas

Univ. of Texas Anderson Cancer. Center

University of Texas System

I1BM 3090-200E/2VF

NECSX-2
Sequent B800O
Alliant FX4

Cray Y-MP2/216; 1BM
3090-200E/VF

Ardent Titan

Alliant FX80, Convex
C220

Cray X-MP/14se, X-MP/
24; Encore Multimax; 1BM
ES/9000-720/2VF

Convex C1; Encore
Multimax

Alliant FX140

Ardent Titan; Convex C1;
Cray X-MP/14, X-MP/24

UTAH
University of Utah

VIRGINIA
Old Dominion University
University of Virginia -

Virginia Polytechnic Institute

'WASHINGTON

Pacific Lutheran University
Seattle University
University of Washington

Washington State University
Western Washington University

WEST VIRGINIA
West Virginia University

IBM 3090-6005/6VF

1BM 3090-180/VF 4

Convex C1; 1BM 3090-
150E/VF

Convex C210; IBM 3090-
300E/3VF; Scquent 8000

Intel Hypercube !
Encore Multimax 310

Convex C210; IBM 3090-
300E/3VF; Sequent S-81

Sequent B8
Sequent 5-81

IBM 3090-300E/3VF

‘Gartner Group, Inc.
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Institution -

- Funding

Supercomputer

Primary Focus

Comments

Cornell National
Supercomputer
Facility, Comell
University

National Center
for Supercom- .
puting Appli-
cations (NCSA),
University of
INlinois, Urbana/
Champaign

The NSF
allocates 60% of
total computing
time available at
cach of the five
NSF-supported
centers.

Same as above.

Industrial
partners each
contribute up to
$1 million/year.

Two I1BM 3090-600]s
(6 vector processors
cach; potential for
12-way paraliclism;
total peak throughput
> 1.5 Gflops). Broad
range of visualization
and animation equip-
ment.

Cray-25/4-128; Cray
X-MP/48, 128 Mword
SSD; 32K processor
Connection Machine;
Alliant FX80; Convex
C240; Amdahl 5860
back-end; VAX 785
front-ends.

.+ Sources; Supercomputing Review; Sidney Karin and Norris Parker

Smith, The Supercomputer Era, Harcourt Brace Jovanavich, 1987,

Parallel computing as
well as vector and
scalar computing for all
rescarch disciplines in
academia and industry
nationwide.

Interdisciplinary research;
intent is to create a
community of resident
and visiting scholars who
will explore new ways to
apply the computational
powers of high perfor-
mance computing systems
to the sciences and arts.

Strategic users receive dedicated assistance
with parallelization, visualization; additional §
allocations. Each application may useupto1 §
Gbyte virtual memory. Smart Node program §
provides on-site training and consulting at
more than 50 remote institutions.

NCSA concentrates upon improving
imaging, algorithms, and software tools;
center has acquired a large number of
workstations and personal computers (e.g.,
Sun, Macintosh, 1BM PC) for use by resident
and visiting researchers.

... continued on next page
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Exhibit J-2 (cont'd)

Pittsburgh
Supercomputing
Center (PSC)

John von
Neumann
Center for
Scientific
Computing
(JVNCQO)

San Diego
Supercomputer
Center (SDSQ),
University of
California, San
Diego

NSF funding
same as above.

NSF; also received
$12 million
construction grant
from the State of
New Jersey.

NSF funding
same as Cornell,
NCSA, and PSC.

Cray Y-MP8/832,

“1 UNICOS; 32K

processor Connection
Machine

CDC Cyber 205;,
ETA-10;VAX 8600
cluster served as
front-end.

Cray X-MP/48; Cray
Y-MP8/864; Alliant
FX/2800; Supertek S-1
minisuper.

Basic rescarch; provides
quality supercomputer
capability to the scientific
and engincering
communitics.

The JVNC was to provide
statc-of-the-art computing
and communications to
university, government

and industrial rescarchers.

Scientific rescarch:
biochemistry, physics,
mechanical and clectrical
engincering, compu-
tational fluid dynamics.

ThePSCisa jofnl effort of. Carncgic-Mellon
University and the University of Pittsburgh,
together with Westinghouse Electric Corp.

Located in Princeton, NJ, and operated by
Consortium for Scientific Computing (mostly
northeastern universities). Following CDC's
withdrawal from the supercomputer busi-
ness, the NSF did not renew funding for the
JVNC. It became inactive as of April 30,
1990. The actual network will stay in place.

Affiliate relationships with SDSC have been
established by Aerojet General, Amoco,
Battelle Memorial Institute, International
Telephone and Telegraph (ITT), MACOM
Linkabit, Omnibus, Science Applications
Intemational (SAIC), and the Rohr Corp.

‘Gartner Group, Inc.
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Institution Funding Supercomputer Primary Focus Comments

- U.S. Army Available upon Cray-2, 256 Mwords, Supercomputing access Provides both unclassified and classificd
Ballistic request to qualified | UNICOS,; Cray for defense department facilitics through on-site operations, dial-
Research DOD and govern- X-MP/48, 128 Mword associates and contractors. | up, or networks.
Laboratory ment agenciesand | SSD, UNICOS.
(BRL) their contractors.
National Cancer | Department of Cray X-MP/28. Biomedical research. NCI's Advanced Scientific Computing
Institute (NCI) Health and Laboratory is at the Frederick Cancer

. Human Services Research Facility, Frederick, MD.
National Center | Operated by anon- | Cray X-MP/48, 256 Atmospheric, About 40% of available resources are
for .| profit consortium Mword SSD, COS; occanographic, and rescrved for researchers on the NCAR staff,
Atmospheric .| of universities; Cray X-MP/18, related sciences. 40% goes 1o scientists outside NCAR; and
Research primarily suppor- UNICOS; 8K processor the remainder is used for joint projects.
] (NCAR) ted by NSF. Connection Machine;
1BM 4381 front-end.
National Energy | Department of Cray-1/5; Cray High energy physics, One of the pioneers in supercompuler
Research Energy X-MP/22; three materials sciences, opérations and networking; formerly called
Supercomputer . Cray-2s (one s chemical sciences, heavy the National Magnetic Fusion Energy
Center 8-processor). ion fusion, health and Computer Center.
(NERSC) ’ environmental research, :
applied plasma physics.

Sources: Supercomputing Review; Sidney Karin and Norris Parker
Smith, The Supercomputer Era, Harcourt Brace Jovanovich, 1987.

... continued on next page
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_Exhibit J-3 (cont'd)

Institution | Funding Supercomputer Primary Focus Comments
National Department of CDC Cyber 205; CDC Research in thermal Many cooperative and collaborative projects
Institute of Commerce Cyber 180/846 physics, firc modcling, with scicentists and engineers from
Standards & - front—qnd. structural collapse, and universitics and industry.
Technology matcrial science problems. :
(NIST)
NASA Office of Space Two CDC Cyber 205s, Acrospace rescarch, Research centers with supercomputers
Supercomputing | Sciences and two Cray X-MPs two satcllitc image processing. | include Ames, Goddard, Langley, Lewis, and §
Facilities Applications; : -

‘1 remote users
spend about 30
percent on

supercomputers.

Cray-2s, at least four
Cray Y-MPs,and a
number of parallel
systems from Intel,
MasPar, Thinking
Machines, etc. plusa
one-of-a-kind
Massively Parallel
Processor made by
Goodyear Acrospace
Corporation.

Marshall.

" Gartner Group, Inc.
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Exhibit J-4; demic Affilia . r

CTC:  Cornell Theory Center-Cornell National Supercomputer Facility (consortium members)
HARC: Houston Arca Rescarch Center (Consortium meémbers)
NCSA: National Center for Supercomputing Applications (Illinois affiliates)
PSC: Pittsburgh Center (academic affiliates) ' L
SCC:  Single-campus computer center (may be networked)
SDSC: San Diego Supercomputer Center (consortium members)
NSF:  Site of NSF-supported center
NCAR: Member of National Center for Atmospheric Research consortium

Note:  Applicants not affiliated with consortium members have equal access to NSF-allocated
supercomputer time at NSF-supported centers

Source; Sidney Karin and Norris Parker Smith, The Supercomputer Era, Harcourt Brace Jovanovich, 1987.

.. continued on next page
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Exhibit J-4 (cont'd)
e A
1 Brown University (PSC) State University of New York at Binghamton (CTC)
Camnegie-Mellon University (PSC, NSF) State University of New York at Stony Brook (PSC)
Case Western University (PSC) University of Pennsylvania (PSC)
Columbia University (PSC) Pennsylvania State University (CTC, NCSA, PSC, NCAR)

Cornell University (NSF, NCAR)
| Cornell Medical Center (CTC)
University of Delaware (CTC)
Drexel University (NCAR)
George Waéh'mglon’ University (NCSA)
Harvard University (NCSA, PSC, NCAR)
John Hopkins University (CTC, PSC, NCAR)
Institute for Advanced Study (PSC)
Lehigh University (PSC)
“University of Maryland (SDSC, PSC, NCAR)
Massachusetts Institute of>chhnology (NCAR)
State University of New York at Albany (NCAR)

* University of Pittsburgh (PSC, NSF)

Princeton University ( NCAR)

Rensselaer Polytechnic Institute (CTC)
University of Rhode Island (NCAR)

University of Rochester (CTC)

Rockefeller University (CTC)

Rutgers University (PSC)

Syracuse University (CTC)

Temple University (PSC)

Woods Hole Oceanographic Institution (NCAR)
Yale University (PSC, NCAR)

... continued on next page
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Far Western States:

University of Alaska (NCAR)

Agouron lnsliluté (SDSC)

University of Arizona (NCAR)

University of California, Berkeley (SDSC, SCC)

University of California, Davis (SDSC, NCAR) -
. University of California , Irvine (SDSC)

- University of California, Los Angeles (CTC, SDSC, NCAR, SCC)
University of California, Riverside (NCSA, SDSC)
University of California, San Diego (NSF, SDSC)

University of California, San Francisco (SDSC)
University of California, Santa Barbara (SDSC)
Unive}sity of California, Santa Cruz (SDSC)
California Institute of Technology (SDSC, NCAR)

University of Calgary (SCC)
McGill University (NCAR)

Gartner Group, Inc.

University of Hawaii, (SDSC, NCAR)

Naval Postgraduate School (NCAR)

National Optical Astronomy Observatories (SDSC)
University of Nevada (NCAR)

Oregon State University (NCSA, NCAR)

Salk Institute (SDSC)

San Diego State University (SDSC)

Research Institute of Scripps Clinic (SDSC)

Scripps Institution of Oceanography (U.C. San Diego)
(SDSC, NCAR)

University of Southern California (SDSC)
Stanford University (NCSA, SDSC, NCAR)
University of Washington (NCSA, SDSC, NCAR)

Ontario University (shares with Toronto)
University of Toronto (SCC, NCAR)
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