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EXECUTIVE SUMMARY

Report of the Panel on Large Scale Computing
in Science ‘and Engineering

Large scale computing is a vital component of science, engineering, and
modern technology, especially those branches related to defense, energy,
and aerospace. In the 1950's and 1960's the U. S. Govermment placed high
priority on large scale computing. The United States became, and continues
to be, the world leader in the use, development, and marketing of
"supercomputers,”" the machines that make large scale computing possible.

In the 1970's the U. S. Govermment slackened its support, while other
countries increased theirs. Today there is a distinct danger that the U.S.
will fail to take full advantage of this leadership position and make the
needed investments to secure it for the future.

Two problems stand out:

Access. Important segments of the research and defense communitigs.lack
effectiive access to supercomputers; and students are neither familiar
with their special capabilities nor trained in their use. )

Access to supercomputers is inadequate in all disciplines. Agencies
supporting some disciplines such as fusion energy, atmospheric sciences,
and aerodynamics have funded National computing facilities through which
their remote users have limited networking capabilities. In those
disciplines that attempt to fund computing through individual research
grants, access to large scale computing remains minimal. -

Future Supercomputers. The capacity of today's supercomputers is
several orders of magnitude too small for problems of current urgency
in science, engineering, and technology. Nevertheless, the development
of supercomputers, as now planned in the U.S., will yield only a small
fraction of the capability and capacity thought to be technically
achievable in this decade.

Significant new research and development effort is necessary to overcome
technological barriers to the creation of a generation of supercomputers
that tests these technical limits. Computer manufacturers in the U. S.
have neither the financial resources nor the comercial motivation in the
present market to undertake the requisite exploratory research and
development without partnership with govermment amd universities.

Unless these barriers are overcome, the primacy of U. S. science,
engineering, and technology could be threatened relative to that of other
countries with national efforts in supercomputer access and development.
Although the Federal Govermment is the first and by far the largest
customer for supercomputers, there are no national plans to stimulate the
development and use of advanced computer technology in the U. S.



Recommendations:

The Panel recommends the establishment of a National Program to stimulate
exploratory development and expanded use of advanced computer technology.
The Program has four principal components, each having short- and long-term
aspects. Underlying them all is the establisment of a system of -effective
computer networks that joins government, industrial, and wniversity
scientists and engineers. The technology for building networks that allow
scientists to share facilities and results is already developed and
understood; no time should be lost. in connecting existing research groups

and computing facilities.. -

The four components of the recommended program are:

1. Increased access for the scientific and engineering research
community through high bandwidth networks to adequate and
regularly updated supercomputing facilities and experimental
computers; ! ' .

2. Increased research in computational mathematics, software,
and algorithms necessary to the effective and efficient use
of supercomputer systems;

3. Training of personnel in scientific and engineering
computing; and

4. Research and development. basic to the design and
implementation of new supercomputer systems of substantially
increased capability and capacity, beyond that likely to
arise from commercial requirements alone. : .

The Panel recommends that this program be coordinated within the Federal
Goverrment by an interagency policy committee, and that an
interdisciplinary Large Scale Computing Advisory Panel be established to
assist in its planning, implementation, and operation.

The Panel believes that current funding levels are insufficient to maintain
the Nation's leadership in large scale computing. Federal agencies that
depend on large scale computing to fulfill their missions must work
together to reexamine priorities and to create a coherent program
responsive to their individual missions. The Panel has set forth policy
and planning jssues and has outlined some options for implementation.
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. I. Introduction

"Supercoqlputers are the fastest and most powerful scientific computing'

systems  available at any given time: they offer speed and capacity, or
special characteristics, significantly greater than on,the most widely
available machines built primarily for commercial use.” Large scale
scientific computing is the application of supercomputers to the solution
of a model or simulation of a scientific or engineering problem through the
appropriate use of numerical algorithms and techniques.

The availability of supercomputers during the past thirty years has been
crucial to the Nation's advances in science, engineering, national
security, and industrial productivity. Supercomputers have been essential
to scientific and engineering investigations in areas such as atmospheric
research, astrophysics, molecular biology, integrated circuit design, and
fusion research. The weapons programs of DOE, cryptographic analysis, and
weather forecasting are dependent on the availability of computational
facilities. The use of supercomputers in the aerospace, petroleum,

- semiconductor, and nuclear industries contributes substantially to the
nation's productivity. The development of supercomputers has significant
. spinoffs for all the technologically based components of the national

economy. Research and development in semiconductor. technology and in
computer research has directly supported and expanded the defense,
industrial, medical, and consumer segments of the economy.

The U.S. is the acknowledged leader in the development and use of
supercomputers. In 1970 this Nation was preeminent in all aspects ef
electronic, computer, and computational technology. However, America's
present leadership in supercomputers is challenged in the areas of
components, development, and applications. Recently, Hitachi3has begun
marketing what is claimed to be the first 16k bipolar ECL RAM”; this
device, representative of the continuing advances of Japanese
microelectronic manufacturers, is designed for applications in today's
scientific computers. Fujitsu, Nippon Electric Company, and Hitachi have

each developed supercomputers, which are claimed to compare favorably with
the available, or announced, American systems. American universities and
research centers, which have historically created new applications of

These include specialized machines, such as array processors, that are
equal to or, for some problems, more powerful than general purpose
mainframes.

The term supercomputer, as used in this report, encompasses hardware,
software, supporting peripherals, and the facilities and personnel needed
for their appropriate use. Appendix I reproduces three papers presented
to the Panel: NCAR Computing Capabilities and Services, by W. Macintyre;
Magnetic Fusion Energy and Computers, by J. Killeen; and The Potential of
Los Alamos National Laboratory to Provide Large Scale Computational
Capabilities to the Research Community, by B. Buzbee and D. Sparks.

These papers present descriptions of supercomputer facilities and of
their access from remote facilities through networking.

See Electronic Engineering Times, December 6, 1982.




sdpercomputers and sustained research in computational mathematics, have

lagged behind their Japanese and European counterparts -in the installation ‘

of supercomputers.

Significant national thrusts in supercomputing are being pursued by the
governments of Japan, West Germany, France, and Great Britain. Same of
these, notably the Japanese effort, center on the development of
supercomputers; others, on the provision of supercomputers, or access to
them through networks, to the scientific and engineering research
community. The British program, for example, is designed to provide
_research scientists and engineers in academic and government laboratories
access to supercomputers through modern workstations connected to a
high-speed national network. These agressive foreign national initiatives
provide a striking contrast to the current state of planning in the U.S..
The domestic computer industry continues its vigorous research and
development efforts in the supercomputer field; however, it is felt that
these efforts, necessarily dictated by commercial conditions, are less than
they could be and far less than should be for the national scientific and
technical capability as a whole. The U.S. research community does not have
sufficient access to supercomputing facilities, as is documented in
numerous studies, papers, and reports directed toward specific disciplines
and specific agencies. A partial bibliography of these studies is included
in this report. ‘

Expressions of concern that the U.S. is failing to exploit its position of
leadership in supercomputing are being voiced from many quarters.
Reflecting this concern, the NSF/DOD Coordinating Committee requested, in
April of 1982, that a workshop be organized to explore the problems; needs,
and opportunities in large scale computing. This Workshop, sponsored by
NSF and DOD with the cooperation of DOE and NASA, was led by a panel of
fifteen scientists and engineers from a broad spectrum of disciplines. It
took ‘place at the NSF on June 21-22, 1982, and was attended by over one:
hundred participants. Experts in the use, design, and management of large
scale computers from the computing, defense, and other industries,
government laboratories, universities, and research funding agencies were
included. The lists of the participants in this Workshop are contained in
the Supplement.

The Panel assessed the role of supercomputing in scientific and engineering
research; surveyed the current use, availability, and adequacy of
supercomputers} and considered near- and long-term needs. Subsequent to
the June 21-22 Workshop, numerous meetings of smaller groups of
participants have taken place; in particular, experts on computer
development (Group 3 of the Lax Panel) met at Bellaire, Michigan, on August
23-24, 1982, to further explore avenues for assuring the development of
future supercomputers. From these meetings a large number of suggestions
and position papers have been directed to the Panel and to the Organizing
Committee. This report is an attempt, on the part of the Organizing
Committee and the Panel, to outline both the results of the Workshop and
the subsequent discussions and contributions. The Panel has chosen not to
repeat all the detailed technical arguments or examples of the use of
supercomputers found in the literature. A bibliography and appendices are
included. .
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Overall, this report outlines the issues and options for the U.S. to
maintain its leadership in supercomputers and supercomputing. Because the
issues involve many Federal agencies, govermment laboratories, ‘
universities, private sector companies, and scientific disciplines, they
need to be addressed on a National basis and require Federal study, ‘
planning, and support. The Panel's report attempts to bring the
fundamental issues to the attention of policymakers; however, it
deliberately avoids details of an organizational, programmatic, or

budgetary nature.

IT Summary of Findings and Recommendations

Summary of Findings

Large scalg computing is a vital component of science, engineering, and
technology’, bringing together theory and applications. It is essential
for the design of many technologically sophisticated products, and is
making possible for the first time the analysis of very complex scientific
and engineering problems which to date have defied analytical and
experimental technigues. Examples of the importance of supercomputing are
briefly noted below”. .

Renormalization group techniques6 are a major theoretical breakthrough
that provide a new framework for the understanding of a number of
unsolved scientific and engineering problems ranging from problems in
quantum field theory, the onset of phase transitions in materials, the
development of turbulence, propagation of cracks in metals, and the
exploitation of o0il reservoirs. Only a minute fraction of these
problems can be solved analytically. Large scale computational
techniques have been essential to the use of renormalization group

- methods, and even today's largest computational machine; are not
sufficiently powerful to address most of these problems’.

Aerodynamic design using a supercomputer has resulted in the design of an
airfoil wigh 40% less drag than that developed by previous experimental
techniques™~. The solution of the Navier-Stokes equations with sufficient

See, for example, R & D for National Strength, Center for Strategic and
International Studies, Georgetown University, Washington, D.C., 1982.

See also The Defense Science Board Summer Study, 1981. ‘

In the Supplement of this Report, H. B. Keller and J. R. Rice describe in
some detail scientific and engineering areas in need of supercomputers.
Appendix II contains a number of examples of scientific and engineering
problems successfully addressed on Supercomputers as well as additional

6 examples requiring Supercomputing capabilities not yet available.

These techniques were devised to handle the description of phenomena with
interactions spanning an extremely wide scale. K. G. Wilson was awarded
the 1982 Nobel Prize in Physics for his contributions to the theoretical
development. and application of renormalization group techniques to
critical phenomena. See his contributions to this report in the
Supplement, as well as in Appendices II and III.

See, in Appendix II, several problems posed by K. G. Wilson.
For a detailed description see "Trends and Pacing Items in Computational
Aerodynamics", [40].
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resolution to represent faithfully fluid behavior became practical with

the current (Class VI) generation of supercomputers. - The wings of the

Boéing 767 and of the European Airbus 310 were designed by computational
"methods on such machines, resulting in this most significant improvement.

The aerodynamic design of an entire aircraft is not feasible with today's
'supercomputers; it is estimated that machines 100 times more powerful are
needed for this purpose. The design of jet engines, involving the
simulation of complex three-dimensional fluid flows and associated
chemical reactions, also requires significantly increased computational
capability and capacity.

In design, especially of advanced weapons systems, large scale
computational modeling is an essential substitute for experimentation.
Similarly, the design of future generations of nuclear power plants,
and their operation--relying on real-time simulation for their '
control--require computational facilities several orders of magnitude

greater than those available today.

Perhaps the most significant applications of scientific computing lie
not in the solution of old problems but in the discovery of new
phenomena through numerical experimentation; the discovery of
nonergotic behavior, such as the formation of solitons, and the
presence of strange attractors as universal features common to a large
class of nonlinear systems are examples of this scientific process.

Current and feasible supercomputers are extremely powerful scientific and
engineering tools.” They permit the solution of previously intractable
problems, and motivate scientists and engineers to explore and formulate
new areas of investigation. They will surely find significant applications
not yet imagined. For these reasons, the Panel believes that it is in the
National interest that access to constantly updated supercomputing
facilities be provided to scientific and engineering researchers, and that
a large and imaginative user community be trained in their uses and
capdbilities.

The U.S. has been and continues to be the leader in supercomputer
technology and in the use of supercomputers in science and engineering.

The present position of leadership is evidenced by the dominance of the
supercomputer market by American producers and by the successful
exploitation of supercomputing at national laboratories. However, the
Panel finds that this position of leadership is seriously undermined by the
lack of broad scale exploration, outside of a few national laboratories, of
the scientific and engineering opportunities offered by supercomputing, and
by a slowdown in the introduction of new generations of supercomputers.
This threat becomes real in light of the major thrust in advanced
supercomputer design that is being mounted by the Japanese Government and
industry, and by vigorous govermmental programs in the United Kingdom, West
Germany, France, and Japan to make supercomputers available and easily
accessible to their research and technological communities.

American preeminence in large scale computing has been a result of the
confluence of three factors: the vitality of the U.S. computer industry,
the far-sighted policies of -the Federal government, and the leadership of
scientists and engineers from universities and government laboratories.
The Atomic Energy Commission, on the urging of John von Neumann, initiated

6=



the use of large scale computation in research ard weapons design; NASA,
prodded by Hans Mark, advanced the use of supercomputing in its scientific
programs. MAmerican universities and goverrment laboratories conducted the
research that formed the basis for constructing and applying computers,
trained the needed scientific and engineering personnel, and made computers
and computing an essential tool in scientific and engineering research.

The Federal govermment vigorously implemented policies that supported these
efforts, granted generous funds for computation, and, through its role as
the major purchaser of scientific computers, provided the incentives and
insured the market for these unique machines. Forward-looking corporations
exploited the scientific and engineering opportunities, developed an
advanced industrial technology, and created this most vital component of
the American -economy.

During the 1970's the Federal government retreated from its support of
large scale computing in universities. The NSF program to provide and
expand university computing facilities for scientific and engineering
research was terminated in 1972; at about the same time IBM discontinued
its generous discounts for the purchase of computing equipment by academic
institutions as a result of pressures from the Justice Department and
competitors. Since then large scale university computing facilities have
withered while the action shifted to national laboratories and to
industrial users. The most advanced scientific computer of the early
seventies, the CDC 7600, was not installed on a single American campus,
although it was available to researchers at several foreign universities
and research institutes.

This continues today. With the exception of two universities and a few
government laboratories, either dedicated to special tasks or specific
disciplines, un@vergities and government research installations lack
supercomputers. .

Within the Government, fully integrated supercomputer facilities are found
exclusively at dedicated national laboratories such as Los Alamos National
Laboratory (LANL) and Lawrence Livermore National Laboratory (LLNL) in

support of weapons and fusion programs; and NASA installations, the
Geophysical Fluid Dynamics Laboratory, and the National Center for

Atmospheric research (NCAR) in support of aerospace, oceanographic, and
atmospheric research programs. The National Magnetic Fusion Energy
Computer Center (NMFECC) of LLNL is accessible in interaqbive mode to
researchers at remote locations by a high speed network. On the other
hand, the National Bureau of Standards and most DOD laboratories do not
have supercomputers and far too few universities .have the specialized
computational equipment needed for scientific computing (e.g., array
processors). As a result of limited access to ‘supercomputing f‘aﬂlities by
the broad research comunity, significant research opportunities’’ have -

See, in Appendix I, Partial Inventory and Announced Orders of Class VI
10 Machines. ) o ]

1 See Appendix I for a description of some of these facilities.

, See, for example, the "Prospectus for Computational Physies," [2],
"Future Trends in Condensed Matter Theory and the Role and Support of
Computing” [4], "Report by the Subcommittee on Computational
Capabilities for Nuclear Theory," [28], and "An Assessment of
Computational Resources Required for Ocean Circulation Modeling," [35].
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been missed, and the younger generation of researchers is 1nadequate1y
trained in large scale computing.

The need §br access to large scale computatlonal facilities has become so
critical = that several universities, assuming significant financial risks,
have felt it essential to acquire supercomputers. Several more are
seriously considering doing so, and others are in the process of forming
consortia for this purpose. Some of these endeavors have applied for
Federal funding without which they may have financial difficulties. Other
groups are pressing funding agencies to expand or replicate highly
. successful facilities, such as those at NCAR, NMFECC, and NASA-Ames, at
universities or at natlonal laboratories. Class VI sc1ent14;g_zemote

computing services are available fram a few comm ] service bureaus, but
nei _the .academic nor the government research communities ma extel e
use—af this resource. This seems due to a com of lack of funds for

computing servi the perceived high cosSt associated with these services, .
and a lack of sophisticated high-speed networking facilities. 1t 1s am—

"~ indication of the absence of a national plan that a substantial number of
leading scientists are clamoring for access to supercompute5§ at the same
time that some supercomputing facilities are underutilized.

A supercomputer is a general purpose scientific instrument serving a broad
and diverse base of users. The decline of supercomputing at universities
is analogous to the decline of instrumentation; neither large scale
computing nor instrumentation can be sustained in a stable manner through
funding of individual researcq grants, where their costs must compete with
that of scientific personnel.

The findings of the Panel regarding the development of supercomputers are
as alarming as the findings on their access and availability. The U.S.
supercomputing market is, at this time, d?ginated by Cray Research (CRAY-1)
and Control Data- Corporation (CYBER 205). The Japanese vendors, Hitachi
(5-210/20) and Fujitsu (VP-200), have announced the delivery of
supercomputers in the near future and these machines appear to be
comparable to the available Amerlcan systems. The Japanese are striving to
become serious competitors of domestic manufacturers, and U.S. dominance of
the supercomputer market may soon be a thing of the past. The Japanese
Government-sponsored National Super Computer Project ~ is aimed at the
development, by 1989, of a machine one thousand times faster than current
machines. There is no comparable technical program in the U.S.. The Panel
notes that in the case of the NASA Numerical Aerodynamic Simulator, a very
high performance supercomputer, no acceptable proposals for its development

See, in Appendix III, The Supercomputer Famlne in American
Unlver51t1es by L. L. Smarr.

Shpercomputer cycles are available at the University of Minnesota
CRAY-1 and at Colorado State University CYBER 205.

See, in Appendix III, the paper by R. G. Gillespie. Most supercomputer
facilities are funded directly by the Federal Govermment. '

See, in Appendix I, Partial Inventory and Announced Orders of Class VI
16 Machlnes

See, in Appendix III, Japan's Initiatives in Large Scale Computing, by
L. Lee.

-8-




were received. Neither of the two competing vendors could assure NASA that
they would meet the performance requirements. Rather than developing new
products, the vendors attempted to fit all NASA requirements to their
existing product line. ' '

" Upon review of previous studies, the Panel also finds that the power of
current and projected supercomputers is insufficient to meet existinq.Tneeds
in science, engineering, and technology, both military and civilian.
Research at universities and ir the computer industry has indicated that
future generations of very high performance computer systems may have
parallel architectures radically different from the conceptually sequential
architectures of today's supercomputers. There are many candidate
architectureqsthat must be evaluated before commercial feasibility can be
established. '’ Simul taneously, the rapid and continuing advance of
microelectronic technology makes it feasible to build such parallel
machines. There is also a need for improvement of component performance.

The Panel believes that under current conditions there is little likelihood
that the U.S. will lead1§n the development and application of this new
generation of machines. Factors inhibiting the necessary research and
advanced development are the length and expense of the development cycle
for a new computer architecture, and the uncertainty of the market place.
Very high performance computing is a case where maximizing short-term
return on capital does not reflect the national security or the long-term
national economic interest. The Japanese thrust in this area, through its
public funding, acknowledges this reality.

The Panel est;imates20 that the present annual investment in basic research
on algorithms, software, and architecture is between 5 and 10 million -
dollars, while the annual advanced development expenditures for
Supercomputers (beyond Class 6 machines) are between 20 and 40 million
dollars. This is contrasted with the development cost for a new high-speed
conventional architecture system of approximately 150 million dollars, as
well as the estimated 200 million dollars national superspeed computer
project in Japan. The panel considers current levels of United States
investments insufficient to maintain leadership in supercomputers.

The Panel believes that U.S. leadership in SUpercomputing is crucial for

the advancement of science and technology, and therefore, for economic and
national security.

7 See, for some illustrative examples, Appendix II. Also notable is
"Trends and Pacing Items in Computational Aerodynamics", by D.R.
18 Chapman, [40].

See, in Appendix I1I, a .series of contributions to the Workshop. 1In
particular, the papers by Dennis, Gajski, et al., Ris, and Fernbach;
19 also the report of Group 3 of the Lax Panel in the Supplement.

See, in Appendix III, Why the U.S. Government Should Support Research
> on and Development of Supercomputers, by B. Buzbee.

Members of the Panel and of the Organizing Committee have conducted a
survey to estimate the current total national investment in research
and advanced development for supercomputer and Supercomputing, both
public and private. This survey included research and development
costs but excluded funding for the acquisition, maintenance, and
operation of supercomputer facilities.

-9-




"Recommendations , . . .

The Panel recommends that the present needs and challenges to U. S.
leadership in scientific computing and supercomputer technology be
addressed with high priority. To this end, the Panel has set forth the
background for planning and policy issues, outlined some options, and noted
that current total funding in this area is insufficient to maintain the

Nation's leadership in large scale computing. The Panel has avoided
recommendations of a programmatic and organizational nature; these, and
their implementation, are best left to the appropriate govermment agencies.
These agencies must work together to respond to the issues raised and put
together a detailed coherent program whose components are responsive to
their individual missions. The program plan should contain a clear ‘
statement of goals, directions, and roles for the academic, industrial, and .
Federal government segments; responsibilities of the participating Federal

agencies; and funding required.

The Panel recommends that a long-term National Program on Large Scale
Computing should be initiated immediately, with the participation of the
appropriate Federal agencies, the universities, and industry. The goals of
this National Program should be:

1. Increased access for the scientific and engineering research
community through high bandwidth networks to ‘adequate and
regularly updated supercomputing facilities and experimental
computers; _

2. Increased research in computational mathematics, software, and
algorithms necessary to the effective and efficient use of
supercomputer systems;

3. Training of personnel in scientific and engineering computing;
and

4, Research and development basic to the design and - implementation
of new supercomputer systems of substantially increased
capability and capacity beyond that likely to arise from
commercial sources.

This Program should be coordinated by an interagency policy committee
consisting of representatives of the appropriate Federal agencies,
including DOC, DOD, DOE, NASA, and NSF. A Large Scale Computing Advisory
Panel, with representatives from Govermment, the universities, and
industry, should be established to assist in the planning, implementation,
and operation of the Program.

The Panel finds two points that require emphasis:
As the few successful facilities amply demonstrate, solution of the

problem of access to supercomputing facilities, on a national basis, is
possible. .

-10-



’ Secondly, the domestic computer industry must allocate its scarce

research and development funds to meet all the commercial opportunities
and competitive challenges. Supercomputing enjoys a priority within the
computer industry. But this priority, which reflects competitive
commercial conditions, does not reflect the entire national scientific
and security interest. It is not reasonable to rely solely on industry's
own initiatives and resources in this area.

Possible Approaches for the National Program

The Panel has received many sugg.e'st'.ionsz1 for carrying out the thrusts of
the proposed National Program. We outline here those considered most

promising.

1. Access: There appear to be three approaches to provide reliable
and efficient access to Supercomputers to the research and
development community. Common to all tagse is the development of
a nation-wide interdisciplinary network through which users will
have access to facilities. is

~ supercom i special
- tasksY, including cnmmercial_supenccmputing_cenhe£§_éﬂg.‘

experimental machines.

o The most expedient and perhaps least expensive way to provide
_ Supercomputer access to the broad range of scientific and .
engineering researchers is to enhance Supercomputer capacity
. and staff at existing centers which have demonstrated
sophisticated capabilities for providing large scale computing. )

.0 Provide supercomputers to selected govermment laboratories

- without such facilities and make them available to the broad
research and development community through networking. 1In
addition, there should be sharing and enhancement of current
Supercomputer facilities located at universities and govermment
laboratories.

o Establish additional regional centers at selected universities,
interconnected with existing facilities at other universities
and government laboratories.

The existence of a national network would permit combinations of
these nonexclusive options, as well as the appropriate use of
commercial services. The mechanisms for funding t5§se facilities
and allocating access should be carefully studied.

g; see position papers in Appendix III. _ _
The NMFECC network, described in Appendix I, is the example repeatedly
mentioned for emulation because of its high bandwidth. The ARPANET

' 23 hetwork is often mentioned because of its interdisciplinary nature.

See the position paper by R. G. Gillespie in Appendix III.
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The above recommendations are. related to the problems of access.to .
general purpose supercomputer facilities. It should be noted, =
however, that there are scientific and engineering problems that

can perhaps be better and more economically attacked by

specialized supersgmputing facilities and by sophisticated

array processors.“ . The Panel recommends that, as part of the
National Program, significant emphasis be placed on providing this
specialized equipment to the research comunity. Finding the

proper balance between investments on these two types of

facilities requires a careful analysis, at the multidisciplinary

and interagency level.

Research in Software and Algorithms

Today's supercomputers are a major departure from traditional
sequential machines. Future significant improvements may have to
come from architectures embodying parallel processing elements -
perhaps several thousands of processors. In order to exploit
today's vector processors and future parallel processors, entirely
new algorithms must be conceived. Research in languages,
algorithms, and numerical analysis will be crucial in learning to
exploit these new architectures fully. The contributions of
numerical analysis, computational mathematics, and algorithm
design to the practice of large scale computing is as important as
the development of a new generation machines. ) .

.- Training

Another important component of this National Program is the
development of an imaginative and skilled user community in
supercomputing. There is a considerable shortage of appropriately
trained personnel and of training opportunities in this area.
Forms of institutional encouragement, such as NASA's special
fellowships in the area of numerical fluid mechanics, special
summer schools, and special allocation of access time to
supercomputers for those projects that involve graduate students,
should be considered. Some of the more mathematical aspects of
these activities can be accomplished independently of the machines

24 Some of these problems arise in a number of areas associated with
experimental physics. See, in Appendix III, the letter from A. E.
Brenner, Jr. See, also in the same Appendix, the position paper by K.
Wilson on the use of array processors.

()
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on vwhich the actual calculations are done; however, the true
integration of methods and their implementation cannot be done
without access to supercomputers. The nature of the machine
architecture has a very profound effect on the numerical methods,
on the algorithms, and of course on the software. Thus, while
being trained, students must have.access to state-of-the-art
computers. Today such training is virtually nonexistent; yet the
skills gained from such training are essential to science and
engineering. : '

4. Research and Development for New Supercomputers

There are serious component and architectural problems that must
be solved as part of the development of future generations of
supercomputers. The unique strengths of industry, universities,
and Government laboratories should be brought together for this
purpose. A group of panelists fraom this workshop, with the aid of
a numb g of experts from industry and universities, has produced a

report™™ which describes one such program.

Since a great deal of careful analysis and detailed planning is required
before the proposed National Program can be implemented, the Panel urges
that its recommendations be acted upon as soon as possible.

See, in the Supplement, A Program for Development of Very High
Performing Computer Systems, by J. C. Browne and J. T. Schwartz.
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~June 14, 1982

AGENDA FOR _ . .

NORKSHOP'ON LARGE-SCALE COMPUTING FOR
SCIENCE AND ENGINEERING

Location

National Science Foundation
1800 G Street, N.W., Rm. 540

Washington, D.C. 20550
June 21, 1982

Time Topic _ Leader
8:30 a.m. Preamble Lax
9:00 a.m. Large-Scale Computing Needs | Keller,

Robinson

10:00 a.m. BREAK

10:15 a.m. Arrangements for Making Computing Orszag
Power Available '

(Ballhaus, Hayes, Killeen, Macintyre)

12:00 LUNCH .
1:00 p.m. Computer Technology in the U.S. . - Schwartz
(Presentations) _

(Balthaus, Buzbee, Michael, Schneck, Wilson)
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(Fernbach, Patton, Olson, Rice)
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Wilson

ON SUPERCOMPUTING

K. Wilson
- Cornell University

Sunmimary and Recommendations

The lack of large Scalé scientific compﬁting* resources for basic
university research has become a major problem for U.S. science.
The largest need for these resources is in the theoretical science
community, where they are required for computer simulation.of complex
physical processes that cannot be studied by traditional apalytic means.
The immediate national needs are the folloﬁing:

i) A national network linking all scientists involved in open basic

-~ research, vastly generalizing the existing Arpanet and Plasma _
fusion encrgy networks. - .

2) A development program in support of-large scale scientific com-
puting, ehtompassing hardware{ systems software, and algorithm
development and carried out as a collaboration between knowledge-
able members of the scientific community, the computer scicnce and
electrical engineering community, and the computing industry.

35) Building an adequate equipment base (computers, peripherals, and

network access) for training and theoretical research in

universities.

. :
"large scale scientific computing' includes any problem requiring hours
or more on a superminicomputer and any problem rcquiring major software
development. 1t excludes routinc.evaluation of integrals or ordinary

diffcrential cquations, and any problem solved on a pocket calculator. ‘

-24-



Wilson

4) Providing adequate access by researchers on the network to special

and general purpose facilities at- the National Laboratories and

‘elséwhere, for computing needs ihat go beyond the ﬁése level,

An interagency commitiee 5h0u1d be established to channel
support for scientific computing into relevant agency programs funding
basic research. The interagency committee requires a strong scientific
advisory board, thoroughly knowledgeable about both scientific'computing
and developments in computing technology, to set priorities and make

sure that long term as well as short term needs are met.

Background

‘A major change has taken place in the role of computers in basic
scientific research. The use of large scale scientific computing for
simJlation is growing very rapidly in universities in very many areas
of basic theoreticai science. Previously, the principal uses of computers

have been for data collection and analysis (such as in high energy

experimental physics and space physics) and in very specialized areas of

theory (for instance in specific arecas of fluid dynamics or in plasma

fusion studies), where there are major simulation efforts centered at

the national laboratories.

Many of the simulations that have bLeen performed recently in

“universities are of a preliminary nature. Numerical approximations

used have been very rough; important aspects of the science involved

have been simplified or neglected altogethgr. The preliminary results

have been promising, but no more; the‘prcliminary work must be followed

up by much more careful computations taking into account all important

-25-



Hilson

scientific principles and including careful determination of numerical
truncation errors. In a number of areas, further progress in both
analytic and numerical studies is dependent on reliable-completion of
simulations that are in this preliminary stage. Specific examples of
such simulations in elementary particle theory, statistical mechanics,
and astrophysics are given in Appendix

A major instrumentation program, outlined above, is required to
enable completion of the existing simulation efforts. The nature and
magnitude of computing capacity that will be needed varies considerab}y
from case to case. A number of computations in the very géneral area
of fluid dynamics could be completed if computing access in universities

was made comparable to that presently available at national laboratories. G

Other computations, in elementary particle theory and statistical
mechanics or turbulence will require computers to be built that are vefy
ﬁﬁch more powerful than any current supercomputers. See Appendix

for examples of computiAg support needs.

Several other changes have taken place that underscore a need for

a computing initiative for theory.

Sciende is becoming more interdisciplinary than ever before and
faces new demands from the high technology economy. To meet these needs
a new level of interchange must take place between scientists in widely
different discipliﬁes. For example, renormalization group ideas are
bcing pursued in subjects ranging from quantum field theory to oil
propagation in reservoirs to polymer folding problems; scientists in all
these fields must have access to the latest developments in all the

other areas. Computer networks provide extraordinarily powerful means II
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- of communication that cannot be duplicated otherwise. A researcher on

Arpanet can broadcast a request for information about a subject totally

outside the researcher's own field of expg;;ise_and_exphﬁl_lsalisé_ﬁzgm

om—

experts on the subject asked about. These communication capabilities

will be greatly enhanced by use of the emerging technology of "desk

top work stations". The newest generation of scientists, who see this
technology coming and understand its extraordinary capabilities for
improving scientific productivity and making science more rewarding, are
becoming demoralized becausg of continued.delays Oor 1inaction in makiﬁg
network access generally available nationally or even within single
universities.

Another recent development is the soaring enrollment in computcer
science courscs nationwide as sthdents realize that they must be :
preparcd to work with computers regardless of their field of study or
later career. Estimates at Cornell are that 75% of all undergraduates

w#i1ll shortly be taking the basic computer science course. The time has

come to provide training in large scale scientific computing throughout

undergraduate and graduate programs for all science majors. A consider-

able upgrade of current facilities will be required to support the training

effort. There can be no flinching from introducing students to very

*vpowcr?u%~computing, since by the time they graduate and have entered the

work force, the most powerful computers available while they were

students will have become cheap and commonplace, and graduates will have

to be able to work with them effectively to be competitive in the

work force.
—
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The.largé scale computing scene and the role of universities in
this scene is changing. A great variety of liﬁited purpose computing
systems .are emerging from.the camputiﬁg indusfry which will be as
important as today's mainframes and supercomputers. Even a listing of
current or shortly to be delivered systems illustrates this diversity
the Floating Point Systems attached processors, the ICL DAP and the
Goodyear MPP, the Denelcor HEP, and the CDC Advanced Flexible{Pro;eésor
all have unique architectures and each has strengths for specific
application areas that mainframes or vectc: supercomputers cannot match.

Each new large scale computing system with a new architecture

“and new softwarc faces a long breaking in period before the hardware

and software work_with sufficient reliability to support large user

comnunities. Universities provide the most effective framework for the .

breaking in of a new computer. University faculty carrying out large scale

simulations need access to the most cost-effective computiﬁg systems coming

on the market in order to complete their work; graduate students and
undergraduate work study students help overcome the innumerable minor problems
newlsystems present; computing support personnel use this experience to

help the computer manufacturer find and correct problems early in the
product cycle. Computer science students can work with computing support
personnel to flesh out inadcquate software; new architectures can provide
inspiration for major projects in computer science and electrical enginm-
eering. A university installation showcases a new computing system for the
entire gorld. The Array Processor project at Cornell has already illustrated

most of these capabilities of universities.

-
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Despite the enormous benefit an early university installation provides
to a computing manufacturer, the manufacturer rarely can afford to provide
the system for free. However, there are many ways a manufaéturer can reduce
the costs to a university fof'a new svstem, and this in turn can provide
major cost reductions for a governmental computing initiative. At the
same time that the government saves money, the U.S. computing industry can
be strengthened against major international competition by the heip
universities can provide in bringing new systems to market.

Because of the great variety of new computing systems that need to be

placed in universities in support of the simulation cffort, a natiopal

computer nctwork is essential to enable individual researchers to work

- T —
rcmotely on the computer most suited to their problems, and to equulize

access among different university and national laboratory researchers to

7
the computing systems that exist.

A strong basic rescarch effort involving computer simulation is
—_—
cssential to _the health of industrial research and developpent. Industrial

—_—

procucts and processes are developing rapidly in response to increasing
international competition, changing raw material mixes, etc, Comguter

simulation, when feasible, is usually the least expensive and most rapid

mecthod available for prototyping and optimization of new products and

processes.  Usc of computer simulation must grow rapidly in industrial
e ————t

rescarch and development if industry is to stay competitive. Unfortunately ~
the bulk of U.S. scientists today are both ignorant and highly skeptical

of large scale computer simulation, and they bring this attitude to industry,
whether as employees, consultants, or members of industrial advisory boards.

It takes many years of practical experience with large scale computing to
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be able to make sensible decisions or provide sound advice on simulation
matters; very few U.S. scientists have thisAexperieﬁcc. The leaders of
advanced research groués in industry who must build ﬁp'aggressive computer
simulation programs are>often very isolated; they typically face higher
level managers with little computing experience, computing support personnel
with more concern for business data processing than sﬁientific computihg,
and scientific support staff with little experience especially in large scale.
software.

The current simulation effort in universities sometimes involves
subjects-(such as turbulence) of major industrial engineering importance.

Even in areas of no practical significance, such as general relativity,

numerical simulation cxperience is invaluable training for students movin

to industry and helps build a reservoir of university faculty with compe-
tence in large scale computing matters.

A number of the university simulation efforts if allowed to continue
will encounter the same software complexity barriers that plague industry
vand governmental laboratories. Industry cannot do much about the software
complexity problemrin simulations because there is too much pressure from
the backlog of production software to.maintain and incessant deadlines to
meet. The computing industry itself cannot do much because they have
little expertise in the area of software for scientifiﬁ'simulation and the
scientific simulation markect is not large enough for its software problems
to be given high priority.

The computing support initiative should include very strong cncourage-
ment for univcfsit)' scicﬁtists engaged in simulation to cncounter soft- ‘

ware complexity problems and then collaborate with computer scientists to
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find long term solutions to this problem. Extraordinary ideas are
circulating within the computer science community that caﬁ help deal with
software complexity issues, 6ut scientists are needed to hélb package the
computer scientist's ideas inAworking software tools that will provide
maximum benefit in the scientists' work. The computing resources presently
available to university theorists are not powerful enough to allow major-
software difficulties to develop. Some of the major data processihg efforts
in experimental science have encountered software problems, as well as
major productivity losses due to software development hassles but the
problems have never been severe enough to motivate the experimentalists to
’addrgss the software complexity problem directly. There is already an
awareness among a few members of the theory community that software

problems are imminent and must be dealt with.

Justification for the Recommendations

1) The need for a nationallnetwork linking all scientists has already
been justified. The network must support computer mail, bulletin
boards, newsletters, etc. which provide the basis for interdisci-
plinary communication. The network must support remote interactive
computing sessions and computer-to-computer file transfer. Many
researchers already have informal access to Arpanet, which provides
these facilities but many others do not.

2) A major development program is needed in conjunction with anv
computing support initiative. The continued rapid development of
VLSI (very large scale integrated circuits) is opening up a bewildering
variety of computer architectures and designs, mostly of a special

purpose nature. High performance computer design (beyond current
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mainframe levels) will necessarily become a collaborative effort

between a computing manufacturer and the scientists who will use the
computer or their'répresentatives, illustrated for example by the
collaboration between NASA and Goodyear Aerospace Corporation on

the design of the MPP image processing system. The architectures

of these systems pose major software problems that the computing

industry is ill-equipped to handle, especially for special purpose

systems with limited markets. Scientists will have to seek help

from computer scientists to get advanced software systems developed for °
new special purpose hardware. as NASA has already done for the MPP; this will
provide a major source for computerscience;hesis projects. Even the most power

computers modern technology can produce will not be sufficient for “

some of the most demanding simulations unless major advances are
achieved in the algorithms used to represent problems numerically;
scientists must collaborate with numerical analysts and applied
mathematicians to seek the most efficient and reliable numerical
techniques for their simulations.

The base level of computing support in universities must be con-
tinuaily modernized and built up in order to provide students with
training in large scale computing that is not hopelessly obsolete
before they graduate and to provide an informal atmosphere for
exploratory computatiors. In the near future an up-to-date uni-
versity computing support system would begin with a desk-top work
station on every faculty member's desk and other work stations

easily accessible to cvery student (graduate or undergraduate).

These work stations would be linked via high speed networks to form
clusters around a central "server' with disk storage space, printers,
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and ﬁodest graphics facilities. The "server" wéuld itself be linked

to other campus facilities (ipclud%ng centralized very High performance
graphics) and the national network. Inexpensive, high performance
computers (such as attached processors) should be provided locally

in sufficient quantity to minimize the remote computing load on the
national network, while supporting heavy student and faculty ﬁse.

The National Laboratories have a long record of providing high perfqnmanée
computing. Their non-secret facilities need to be strengthened and made
accessible to university researchers on a na;ional network. A Variety
of high performance supercomputers and more specialized systems need

to be provided to universities and likewise made available oﬁ the
network. University sites for these systems should have effecfive
centralized management and adequate interest and support to bring-a

new system into full operation quickly and economically. The most

important function of thesec facilities, once in full operation,

shoulﬁ be to enable completion of the scientifically most urgent
simulations, in preference to work of lesser significance. Finishing
a simulation, with reliable error analysis, can require orders of
magnitude, more computing power than the initial exploratory compu-
tationg; careful and unbalanced resource allocation procedures will
be nceded to provide maximum scientific return from supercomputers

and other cxpensive systems. It is not possible on any rcasonable budget

~ to allow all scientists unlimited access to these systems and still

avoid total saturation and long job turn-around times which reduce
user's productivity; scvere allocation proccdures will be required to

prevent this saturation.
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NEEDS ARD OPPORTUNITIES FOR SUPERCOMPUTERS

H.B. Keller and J.R. Rice

1. Introduction.

It has been widely observed that - a new discipline’ -
Large Scale Scientific Computing - has been born. Many make
the case that science and engineering is no longer divided
into just two parts - theoretical and experimental; there is
now a third equal part - computational. There 1is no
national policy recognition of this new and basic scientific
and engineering discipline nor of the importance that super-
computers, its main tool, will play in the future develop-
ment of technology- The needs and opportunities that we
shall address are concerned with 1long range and basic
research goals. There are any number of short range, prac-
tical and very important accomplishments that can and will
be made. But we are here concerned with the future of one
of -the basic developments in twentieth century science and
technology and we are determined that the United States
should continue to lead the world in these developments.

Supercomputers are a new kind of instrument for science
and engineering. Telescopes and particle accelerators come
to mind as analogies and, -indeed, such instruments will
always continue to have a basic influence on scientific
developments. Such devices enhance the ability to observe
the consequences of basic laws of physics on the largest and
smallest scales possible. However, supercomputers enhance
man's ability to reason rather than to observe. This is =a
completely different type of activity - it cuts across all
fields - and we .have not yet begun to see its ultimate
implications. The possibilities are so profound that we
must ensure that we are at the forefront in these develop-
ments.

The next section describes eight areas where supercom-
puters will have major impacts that are critically important
to the economic and military health of the country. There
are many more opportunities in the areas (see Section I11)
which are now or soon - will be involved in 1large scale
scientific computing. These areas represent the specific
needs and opportunities for large scale "scientific comput-
ing. The general needs and opportunities have not been
properly recognized before. This is surprising because they
are common to all users of large scale scientific computing;
in the past the support has been justified in each &specific
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area. These general needs ‘center on (a) the training of
researchers, (b) the development of algorithms and software
and (c) the design and organization of supercomputers.
These needs cannot be met without adequate access to Class
VI (and beyond) computers. There is not now and never has
been any organized national program in large scale scien-
tifie computing. One:of our basic thrusts is that we must
develope some form of a National Program in Large Scale
Scientific Computing.

The computing needs for large scale scientific comput-
ing have ' never been met and existing technology will not
meet them for the foreseeable future. The profit potentials
of individual industrial and commercial applications are not:
sufficient, at present, to spur the required supercomputer
development. Thus, an important part of any national pro-
gram must include serious efforts in developing the super-
computers themselves.

2. AREAS OF MAJOR IMPACT

We give a sample where the Supercomputers will have . a
major impact on areas of critical national importance. .

* Aircraft design. Aircraft are now designed in "pieces"
because Tno computer can simulate the entire aircraft
and the flow of air around it. The wings, the tail,
the landing gear, etc. are designed individually in
detail (by using computers, of course). The engineers
then build the plane from these Pieces and the test
Pilot sees how well they work together. The first com-
pany (or country) to have computers powerful enough to
design an aircraft a8 a whole will undoubtedly pro-
duce planes with superior performance.

- Subharine design. The scientific Problems and current
state of submarine design are very similar to those of

aircraft design. 1It's very possible that submarines
should 1look much like mackerel or sharks in order to
have optimum efficiency. '

- Geophysical exploration. Current computers can handle
only crude, simplified, models of geological formations
of existing or potential o0il fields. More accurate
simulations would increase secondary and tertiary
recovery by well over 10-20¢, equivalent to the
discovery of = field the size of the Alaska north
slopes or the North Sea.

. Atmospheric models. Current computers are so ‘inade-
quate that national veather predictions can not even
include the effects of the Rocky Mountains. More
detailed models will dramatically improve short range
predictions and allow for meaningful studies of long
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term weather patterns.

* Ruclear weapons. The analysis and design of nuclear
weapons currently consumes enormous amounts of computer
power and yet drastic simplifications are made in most
situations. .

* Electronic devices. Supercomputers are now being used

to design both the circuit layouts and the individual

components of electronic chips. Yet current designs
are all two-dimensional and it is clear that much
greater performance (i.e. much cheaper chips) can be
obtained with three dimensional designs and manufactur-
ing. The computational requirements are so formidable
that such chips are only in science fiction - for the
moment.

* Command and control. Chemical refineries and power
plants are now controlled by rather modest computers.
Automated assembly lines with many robots require total
computing power equal to that of the current biggest
supercomputers. The analysis and response to - an
intense attack will require a "Navy ship to have a
supercomputer more powerful than any that exists now.
Computational requirements increase dramatically as the
complexity of the situation and response. speed
increases. We are just beginning to imagine what
supercomputers can do in this area.

* Disease control. Even simple viruses are enormously
complex molecules, it is a major computational project
just to determine their structure. In principle, we
can use simulation to determine their chemical
behavior, test their reaction to various drugs and
finally understand how to control them. This (and many
other medical advances) must await computers that are
hundreds of times more powerful than anything that
exists novw. .

We have omitted many equally important areas (e.g. nuclear
power ©plant accidents, circulation of the ocean, magnetic
fusion energy, satellite photo analysis), but the -message is
the same: a country that wants to be at the forefront scien-
tifically, militarily and economically, must have access to
the best computers, the supercomputers.

3. DISCIPLINES AND PROJECTS USING LARGE SCALE SCIENTIFIC
COMPUTATION

Several disciplines and projects have already demon-
strated the value of Large Scale Scientific Computation.
Common to all of these areas is the need to solve extremely
complex problems; so complex that, to date, only gross
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.- , - simplifications of the full problems have been attacked with
the aid of supercomputers. Included in this group of dis-
‘ciplines and projects which already have dedicated supercom-
puters are: ' .

Al. Nuclear weapons research

A2. Atmospheric sciences

A3. Magnetic fusion energy research

A4. Aeronautical research and development
A5. Nuclear reactor theory and design

A6. Petroleum engineering

A7. Geophysics

A8. Intelligence (classified)

. There are numerous other disciplines and projects that
are 1in need of the same or greater computing power and that

‘ do not yet have it in any organized way. These areas are
-for the most part actively engaged in Large Scale Scientific

Computation and have begun to try to acquire supercomputers.
They are grouped as follows:
Bi. Computational physics

B2. Computational mechanics and structural design

B3. Ocean sciences and underwater acoustics

B4. Computational chemistry and phemical engineering

BS. VLSI and circuit design

B6. Nonlinear optics and electromagnetic theory

B7. Computatiogel fluid dynamics ‘
In addition there are many areas that will shortly realize
that Large Scale Scientific Computation is either vital to

their continued development or can play a 1large role  in .
solving some of their basic problems. These areas include:
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Ci. Astrophysics, plénetarj science and astronomy
C2. Economic modelling and operations research
C3. DBiosciences

C4. Computational statistics and graphics

The above listed disciplines and projects are fre-
quently interrelated, they are not merely of academic
interest and include work in government 1laboratories and

industry. Thus, the interest in and applications of Large
Scale Scientific Computation clearly cut across all the
standard scientific, +technological, industrial and govern-

mental lines.

A brief bibliography of documents addressing the need
and opportunities in the areas covered above are contained
in Supplement. In essentially all of these discussions the
case 1is made that new knowledge and understanding of
Phenomena ranging from the basic 1laws of physics +to the
behavior of a nuclear power plant during an accident can be
attained if more powerful computing equipment is =available.

Each =significant increase in computing power can lead to a ‘
host of significant advances in each discipline or project. ‘

Thus, the effect of improved computing power can be multi-
pPlicative if the opportunity is taken of making this power

broadly avaeilabdble. -

4. LARGE SCALE SCIENTIFIC COMPUTING: A New Discipline

The basic use of computing in almost all of the above
areas is either:

(i) to approximate the solution of complicated systems of
nonlinear partial differential equations,

(ii) to model or simulate complicated physical phenomena or
systems in terms of interacting simple systems.

These two procedures are identical in many cases. As the
phenomena becomes more complex or the models more realistic,
the demands on computing power increase rapidly. For exam-
ple, in typical equilibrium fluid dynamics problems (e.g.
simulation of & plane in steady flight) going from one +to
two or from two to three space dimensions increases the com-
plexity (as measured by the number of unknowns) by a factor

of 20 to 200. The operational count to solve equilibrium .
fluids problems is proportional to the cube of the number of
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unknowna and thus it increasés by a factor of from 8 x.10

to 8 x 106. It is thus abundantly clear that the need for

continual improvements in computing power will be with us

for some time to come. ‘in all fields wusing Large Scale

Scientific Computation,'the indicated estimate or very simi-

lar ones are given to sho; that increases of the order of
6

10 or greater in computing power are needed and will be

extremely beneficial.

The payoff in being able to solve two or three space
dimensional problems (compared to the previous one or two

dimensional cases) can be enormous. Drag reduction calcula-
tions over full three dimensional ships or aircrafl could
alone save billions of dollars in fuel costs. Accurate

simulation of three dimensional two-phase flows imn o0il
fields could increase secondary and tertiary recovery by
well over 10% - 20%. This is equivalent to finding oil
worth over $100 billion. :

The entire Large Scale Scientific Computation community
agrees that future supercomputers will operate in a parallel
manner. They also agree that it is extremely difficult to
plan software, algorithms and numerical methods that will
take full advantage of this parallelism. Furthermore people
will just not devote themselves to such difficult tasks -
unless they can have access to the supercomputers to test
their results. .

The role of software inm current supercomputers already
shows the striking but disturbing features to be expected.
On one of the most basic algorithms (Gaussian elimination)
which ©pervades Large Scale Scientific Computation , the use
of different Fortran compilers and some "tweaking" with

~handwritten code produced running programs with a maximum to

Dinimum speed ratio of 60. All the compilers used are con-
sidered quite good! Such gross variations do not occur on
the standard software for serial machines. Thus, even with
the currently existing minimal parallelism (or rather pipe-
lining) we do not yet know how to produce near optimal
software. It will ©be even more difficult for the coming
generations of supercomputers.

The contributions of numerical analysis and algorithms
design to the practice of Large Scale Scientific Computation
is, in a very real sense, as important as the development of
new generation machines. That 1is the speed up or
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"improvement on what can be effectively computed comes as
much from the numerical methods and their algorithmic imple-
mentation as it does from hardware improvements. Indeed a
recent study (J.R. Rice, Numerical Methods, Software and
Analysis, McGraw-Hill, 1982) of algorithms for solving
elliptic problems in three dimensions found a speed up of

5 x 1010 from 1945 to 1975! This is much greater than the

improvement in going from in I.B.M. 650 to a Cray-I. These
estimates do not include mulit-grid methods, currently in

active development, and it is reasonable to assume another

3

factor of 107 will have been achieved during 1975-85. It is

clear that Large Scale Scientific Computation is the most

significant and powerful scientific instrument developed 1in
the 20th century, the development is not nearly complete and
that very shortly it will not be possible to do first rate
scientific research in many areas without the best supercom-
puters and methodology of Large Scale Scientific Computing.

It seems generally to be the case that discipline or
project oriented scientists do not use the latest or best

numerical methods or algorithms. Also, it is rare, but not
unknown,. that improvements in numerical methods or algo-
rithms are made by such project scientists using Large Scale
Scientific Computation. Thus, an important aspect of our

program must be an attempt to close +this gap Dbetween
development and use of new idesas.

5. GENERAL NEEDS

The general needs in large scale scientific Vcomputing
are in four categories:

1. Trained people

2. Software systems
3. Algorithm'design and numerical analysis
4. Supercomputer hardware and systems

Some view that the 1last category as part of electrical
engineering and/or computer science hardware. VWhere it is
included is not nearly so important as that it be recognized
and adequately supported.
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Some of the more mathematical aspects of these activi-
ties can be accomplished independently of actual machines.
However, the complete integration of methods and their
implementation cannot be done without access to supercomput-
ers. The nature of the machine architecture has a very pro-
found effect on the numerical methods, the algorithms and,
of course, the softwares One does not devise new methods or
learn 'to think "in parallel" overnight, so a whole range of
scientists and engineers.must be introduced to and kept up
to date with Large Scale Scientific Computing as the power
of supercomputer increases and the nature of methods change.

One of the tasks in the software area will be to invent
methods sc¢ that -discipline or Project oriented scientists-
have access to the latest and best numerical methods as well
as to the Supercomputers. And history shows that some
important improvements in numerical methods and algorithms
are made by project Scientists using Large Scale Scientific
Computing. Thus, an important aspect of this bProgram is %o
bridge between the development and use of new ideas.
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A PROGRAM FOR DEVELOPMENT OF VERY HIGH PERFORMANCE

COMPUTER SYSTEMS

1.0 EXECUTIVE SUMMARY

The premise upon which this repert is based is that
continued leadership in very high performance computing and
its applications are crucial to the United States both for
national security and for eccnomic development. The rapid
and continuing advance of microelectronic ﬁechnology is:
ocpening a path to the development of a new generation of
supercomputers which can Petentially obtain computation
rates two or three orders of magnitude faster than today;s
most powerful —machines. Development and application of

these very high performance computers is crucial for both

national security and long-term economic development.

Research has established that- future generations of
very high performance computer systems will have parallel
architectures radically different fr&m the concepﬁuallyA
sequential architectures of today's supercomputer;. There
are many candidate architectural proposais which must be
evaluated before commércial feasibility can be established.
There is, at present, little likelihood that this research
will be developed and exploited in this country given the
length and expense of the development cycle for a radical
new computer architecture and the numeric size of the

marketplace. Immediate action on these opportunities is
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‘essential if U.S. leadership in very high performance

computing is to continue.

The program presen;ed herein has as its first goal
acceleration of the development of current research concepts
for very high performance computer archjtectures into
commercial products. The goal can _.be accomplished by a
research and development program which brings very high
performance computer technoleogy to a state where the normal

venture capital mechanism will select it for commercial

development.

This program is requifed because the unfavorable
short-term risk-to-return ratio for development of a
radically architectured <class of supercomputers totally
inhibits operation of the normal venture capital mechanism.
Very high performance computing is a case where maximizing
short-term return on capital does not reflect the naticnal

security and long term naticnal econcomic interests.

The program is founded on a develcpment medel based on
the concept of university/industry/government laboratory
‘collaboration. This development model is appropriate to the
U.S. economic system and culturé and may be a-procedural
protofype for accelerétion of application of reseérch in
other high technology areas with unfavorable shorﬁ-term
risk/return ratios but where long-term national significance

development is concerned.
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The vVery High Speed Integrated Circuit (VHSIC) program,
Sponsored by the Department of Defense; is developing the
Component technology base fof hiéh performance- parallel
computiﬁg. The application for which the vHSIC technoloegy
is intended will require very high performance parallel
architectufes in order to meet their objectives. This'
Program focuses on accelerated development of . the
architectures angd Systems which will utilize the VHSIC
device technology and is thus a natural successor of the
VHSIC program. The absence of such 4 program may lead to
the Japanese being the Principal beneficiaries ffom
commercial application of the enhancement of component
technelogy driven by the vVHSIC pregram. It should be. noted
that the vVHSIC Pregram dees not address Several component

technology issues crucial to development of general purpose

very high performance computer systems.

2.9 PROGRAM JUSTIFICATION

design and Simulation of electric power distribution
VLSI chips atmospheric science
design of nuclear weapons oceanography
design and analysis of fluid dynamics
nuclear reactors automobile design -
fusion eénergy research design of manufacturing
directed energy weapons systems
intelligence applications geophysics
aerodynamics, structural petroleum exploration
design and evaluation and reservoir
Structural mechanics : management

Potential but not yet exploitable applications inclugde real
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time image processing and fast robotics. The 1list of
"potential applications dces not ‘include artificial
intelligence oriented applications such as expert and/or
knowledge based systems. These problem domains may require
very high performance parallel architectures for effective
application. The software algorithms and user interfaces
are so different from the essentially numerical applicatioﬁs
as to justify separate consideration. (See Appendicés B and

H for additional information.)

Elec;tronics, nuclear weapons, intelligence,
aerodynamics and energy production are currently major
compenents of U.S. defense. Progress in ‘each of _these
areas will be paced, in fact may be bounded, by progress in
high performance -computing. The same is true for most of
the other applications and potential applications. Thus,
leadership in supercomputers is fundamental to U.S. defense
and to U.S. leadership in crucial areas cof technology. If
another country should assume leadership in supercomputers,
U.S. defense and technclogy will depend upon access te
computers of foreign manufacture. This presents three

risks.

1. Currency of Access. If other countries consume the

first two years of production then U.S. scientists
and engineers will be denied use of these macﬁines
in U.S. technology and weapon system design and
defense application could 1lag theirs by that

amount. (Hitachi has recently announced a very
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high performance array processor which will not be

marketed in this country.)

2. Denial of Access. In this - worst case U.S.
technology development cbuld be handicapped until

domestic sources are developed.

3. Computing Technology Lag. Development. of

Supercomputers has always driven the development of
other computer systems and been an important driver
of elect;oniCS'technology development. If another
country assumes leadership we may 1lose these

benefits.

These risks are sufficiently crucial to both national
security and national economic development to be

unaéceptable.

The United States currently leads in the development of
supércomputers and will be expected to do so for the next
two ﬁo three years, Continuing American leadership in this
area 1is threatened by two factors. One factor is the
unfavorable short-term risk/return ratios which attach to
the major innovations required to the development of new
Supercomputers and block the normal venture capital path for
the development of research into commercial products. fhe

factors which yield the unfaverable risk/return ratio

include
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1. There are many alternative courses for development

of parallel architectures which must be evaluated.

2. Parallel architecture will require an entirely new

generation of software and peripherals.
3. The long (5-8 year) development cycle
4. The large capital requirement

5. The existence in the computer system marketplace of
many low risk, short term, high return

oppertunities

6. The relatively small market. There are now
approximately fifty current generation “super

computers” now installed.

Short-term risk/return assessment for product development
does not reflect 1long term national economic and security

interests.

The second factor is that the Japanese government and
.computer. industry, having recognized the crucial nature and
economic significance of the development of supercomputers,
are very strongly committed to a research and development
Program in this area. The Japanese are now engineering for
commercial exploitation machines based upon the research
done in this country in the 197@8°'s.  This last s£atement is
particularly significant. It poinis to the crucial element
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which must be supplied to continue U.S. leadership. That
is, commercial exploitation of research concepté whose
development cycle is too iong énd-complex for operation of
the venture capital avenue which has been so dramatically
successful with short terﬁ pay-out concepts. The Aprogram
Proposed has as its goal lowering of market risk and pay-out
cycle to where the normal venture capital mechanism will

operate effectively.

3.2 DESCRIPTION OF PROPOSED PROGRAM

This section outlines a pProgram designed to 1lower the
market risk and development costs of a new generation of
very high performance supercomputers. to a leQel where
development and marketing by private computer vendors will
become not only feasible but attractive. The program
mobilizes the present strength of U.S. research groups,
government laberatories and computer vendors, . The program
has three 'major focuses. The key concept for accelerating
development is to combine the creativity of the university
research‘wprograms, the engineering expertise of computer
vegdors ana the practical concerns of users and potential
users of very high performance computers. It is also
important to note that there are now available 1limited
capability systems which will Support concept evaluation abd
application development for parallel systems. The functions

of the program will be . to:
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l. accelerate the development of current and future
generations of parallel architectures to be the

bases for new very high performance computers,

2. establish a knowledge base for application of
‘parallel computing concepts to problems of national

security and economic interests and

3. broaden and enlarge the base of research activities
to ensure the continuation of the flow cof
innovative architectures in very high performance

computing concepts while at the same time diverting

a significant fraction of the research community in

very high performance computing to development.

The steps in the development and application of a major
‘new computer architecture are shown in Figure 1. The
proposéd program has as its major thrust acceleration of the
product development and application cycle represented by
steps 2, 3 and 4 of Figure 1. It also specifies
strengthening basic research in the area of very high

performance computing.
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Figure 1: Stages in Development of Very High Performance
Computer Systems
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There are four activities in the proposed program,
supportlng all of the development phases of Fxgure 1. These

act1v1t1es are:

-

a. Accelerated Development of Scalable Feasibility

Demonstrations.

Proposals for exploratory development of

significant research architectures will be received and

-considered for funding as accelerated development

pProjects. It is anticipated that there will be formed
university/industry/user consortia to develop ~ scalable

feasibility demonstrations of the most promising of the
architectural concepts established by current research.
‘The scalable feasibility demonstration must include

develcpment of significant applications to demonstrate

the capabilities of the system.

b. Commercial Prototyping.

Projects whose scalable feasibility demonstrations
establish significant commercial potential will become
candidates for construction of a full scale commercial
prototype. This will involve a supported development
effort with focus shifting to industry and which is
expected to lead to a product that industry will

subsequently carry forward on a commercial basis,

c. Evaluation and Application.

There will be established application and evaluation

laboratories based upon the existing products which
' -52-
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Provide prototype products that illustrate the concepts
of parallei computing. '

-d. Basic Research.

The funding for basic research in very high performance

computing will be enhanced in order to continue the

flow of new research architecture; and concepts. A

crucial component of basic research which requires

immediate emphasis is development of ~algorithms for
effective utilization of parallel architectures.

This development Program may serve as a model for
sh;rtening the research to produetA cycle in other high
technology/high risk areas which have poor short-term
risk/return ratios, but which have long term national
interest significance. The panel believes that the
recommended program Qill, within the context of the U.S.
economic system, dramatical}y shorten the duration between
research and product in the critical area of very hiéh

performance computer systems.

All of the candidate projects for accelerated
development exhibit some form of Parallel architecture. The
Projects selected for accelerated developmenf must include
not only hardware architecture development but also research
and development on algorithms, software systems, languages
and the peripheral andg supporting facilities which are

necessary to make supercomputers usable.
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The accelerated development proposals may focus on
general purpose systems with very high. performance cor on
special purpose systems which have brecad application across
a spectrum of disciplines such as reai. time image

processing.

4.0 ORGANIZATIONAL AND ADMINISTRATIVE STRUCTURE

The panel proposes an administrative structure

consisting of three groups: one to set policy, one to-
coordinate and administer the program and a technical

advisory body te work with the coordination and review

groups. Figure 2 shows the relationship of the proposed

groups one tco another as well as their relationship to the

federal agencies which will make ultimate funding decisions

concerning projects to-be supported.

T e +
| Computational |
| Science Policy R +
| Board i |
S e P + |
| |
| i
ettt + o —— +
| Interagency | em = | Technical {
| Working Group | | Beard |
B bt + tmrm—————— +
/ | | \
/ | | \
DOD DOE NASA NSF
Figure 2
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The Computational Science Policy Board (CSPB) will
oversee program and policy issues. The board will review
resource allocations ameng the agencies for consistency with

the overall pelicy.

The Inter-Agency Werking Group (IWG) will allocate
Projects and budgetary resocurces among the agencies. The
membership of the group will come from the participating
agenéies and will alse include the Chair of the policy
board. The IWG will coordinate budget allocations;

requirements and plans among the agencies.

The Technical Board (TB) will assist the CSPB and IWG
in technical matters. It will not have direct budgetary
respoensibility. It will, however, be used to assist in.
evaluation of proposals and advise on distribution of agency

resources for project execution.

It is anticipated that up to five accelerated

develcopment projects may be active at any time after the
first year of the program. The average cost of each
development project will not exceed five million dollars per
year. "The first commercial Prototype development will be
initiated in year three or four of the Program. Each
Prototype construction will take three to five years. No
more than two prototypes should be under development at any

one time.

The.budget given in Table 1 provides an additional ten

million dollars to fund evaluation of current ang future
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prototypes, to begin development of parallel formulations of

applications of national . security

-

interest and for

additional funding for research in VHP computing.

Basic

Research Scalable

and System Feasibility . Commercial

Evaluation Demonstrations Prototypes Total
1984 ' 10 15 - 25
1985 . 12 20 - 32
1986 14 25 5 44
1987 15 25 15 55
1988 . 15 ' 25 30 70

Table 1: (figures are millions

The basis for selection on program
d will be unsolicited proposals. It is
accelerated development proposals will
university/industry/user consoftia

construction proposals from vendors.

of dollars)

activities a, ¢ and

anticipated that the -.-

originate with the -
and prototype

Proposals of any

structure will, however, be considered on merit.
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APPENDIX A
Statement of Problems |

The technological objective for long-range
supercomputer developmeht, we believe, should be the
availabiliiy by 1998 of computers 10¢p times more powerful
than the current generation of Supercomputers. There are.
serious problems that must be solved to reach this
objective, but the perception of the research community is
that soiutions to the problems can be attained within this_
time framé. The difficulties of designing systems of such
extraordinary'powe{ can be broken down inte a matrix which
is shown in Figure A-]. Going across the three principal
parts of a computer system ;re listed. The "engine" is the
CPU and memery; the "system™ is the set of high speed

Peripherals (disks and tapes) directly attached to the

engine, . and the “satellites" consist. of graphics,

communications and slow-speed peripherals.

Reading down, the basic issues of computer development
and wuse are listed: software, components, architecture and
algorithms., "Components* is understood to include all
aspects of hardware such as chip design, pPackaging and
cooling, while architecture refers to global aspects of the
computer design, such as vector vs. parallel organization.
We have listed the degree of difficulty faced for each entry

of the matrix. "Critical need" means there are problems

that must be solved to reach the objectives. "Marginally

-57-



Browne & Schwartz

- acceptable" means that it should be'possible to live with
normal technological déveloﬁment'but there are_problems that
ought to be attacked. "Satisfactory" means we anticipate no

serious problems.

The really <crucial software issues of language,
programming environments, etc. are subsumed under the entry

for "engine".

) ENGINE SYSTEM SATELLITES
Software . critical need critical need satisfactory
Components critical need, critical need some deve
device aspects for a majority needed
being considered of problems

by VHSIC, attention
to packaging and
cooling is required

Architecture critical need critical need satisfactory
for some
applications
Algorithms critical need critical need critical nee:
for some for some
problems problems
Figure A-1
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APPENDIX B
The Japanese Supercomputer Program

The Japanese government and computer industry have
noted the tremendous opportunities and leverage potentially
available through development of such computers, and have
. established two major projects in this area: a
scientifically oriented "supercomputer®™ project and a "fifth
generation computer® project with a strong artificial
intelligence crientation. These projects are coordinated
and funded by the Japanese government‘industrial agency
MITI, and invelve all of the major Japanese computer

companies. -

An extended visit to Japan was recently made by
visitors from Los Alames Scientific Laboratories and
Lawrence Livermore Natiénal Laborateries. We quote a report
ocf these trips to illustrate the commitment of the Japanese
government and computer industry. "The supercomputer
project calls for the development of supercomputers for
scientific and technological applications... Funds cover
software and hardware develcopment... The supercomputer
association (established to manage this project) has a
contract with the Japanese government. Its six member
companies are Hitachi, Fujitsu, ﬂitsubishi, NEC and Oki
Electric... The purpose of this project is to ‘develop an
ultra high speed computing facility for scientific and

technological applications that is more than one thousand
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times faster than "high-end" conventicnal machines.'”

MITI has alsc established a 'fifth4generation Eomputer'
project which is éo;trolled by another association whose
membership comprises the same six Japanese computer
companies plus others. it is important to note that the
"fifth generafion" project is an entirely distinct effort
from the ‘"supercomputer"™ project. The fifth generation

project was formally initiated in April 1982 and will run

~approximately ten years.

More immediate signs of the speed of Japaneée
development come from the very recent Hitachi and Fujitsu
announcements of machines which are expected to compete
directly with the yet to be announced Cray 2 computer which,
wﬁéh it arrives, will be the fastest U.S. machine and tue

announcement by Hitachi of a 64¢ MFLOP array processor.
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APPENDIX C
Candidate Projects for Accelerated.Develoément
Seyefal architecture candidates for accelerated
development. can be identified from among the recent research
efforts inte parallel computation. The following 1list is
representative rather than exhaustive. ' The entries
represent varying levels of maturity and differing degrees
of completeness with respect to the spectrum of

hardware/software and application problems.

Blue CHiP Preoject - purdue

Data Flow Project - MIT

HEP2 - Denelcor

hiéh Speed Multiprocessor Project - Illinois
Homogeéeous Machine Project - Cal Tech

Los Alamos PUPS Machine

PASM Prcject - purdue EE
Systolic Arrays Project - CMU
Texas Reconfigurable Array Computer (TRAC) - Texas
Ultra Computer Project - NYU
In addition, there is at least one candidate for an
applications laboratery -- the Purdue Center for Parallel

and Vector Computing.

The Blue CHip Project, headegd by Lawrence Snyder of
Purdue (CS), has as its focus the Configurable, Highly

Parallel (CHiP) Computer. The CHiP architectures are
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-

composed of a 1lattice of homogenecus computers eacﬁ‘with
~local program and data memory that are connected together by
programmable switches. By programming the switches the
physical machine is configured to match the topology of
algorithms. A preprotbtype CHiP computer is being built, a
programﬁing language and environment have been implemented,
and the feasibility of wafer scale VLSI implementation has

been worked out.

Two projects to develep data flow computer architecture

are in progress at MIT. In a data flow computer

instructions are activated by data instead of an incrémenteo
program counter. The static architecture for a data flow
supercomputer is being developed under Professor Jack
Dennis. Machine leyel code structures for several large
application codes have been constructed by hand to prove
performance potential, and an engineering model 1is in
operation with eight processing units. The next phase
requires development of custom LSI devices and an optimizing

compiler for the VAL programming language.

The tagged-token data flow architecture, being
developed by MIT Professor Arvind, is a form of data flow
multiprocessor using colered tokens to distinguish values
associated with different procedure invocations. This
archi;ecture is ready for detailed simulation to determine
good choices of architectural parameters and to evaluate
program behavior and potential performance for realistic

application codes.
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HEP 1 is a commercially available, scalar MIMD computer
system. HEP 2 1is an upward compatible enhancement of the
HEP 1 architecture which_wiil offer both increased speed and
increased parallelism. HEP 2 will be very appropriate for
general purpose scientific'computing, and will be especially
cost effective for those applications which exhibit
Parallelism of a non-vector kind. The loegic and packaging
technelogies wused in HEP 2 will be state-of-the-art in all
respects. The preojected completion date for HEP 2 is early

1986.

High Speed Multiprocessor Project ~- A University of
Illinois group has. been engaged for the past ten years in
automatically restructuring ordinary Fortran programs for
high speed machines. Currently their system can do this
effectively for parallel, pipeline and multiprocessor
systems. These results have been demonstrateg on a number

of existing commercial machines. As a consequence of this

work they are now designing a multiprocessor architecture
that is aimed at providing high speed Processing over a wide
Spectrum of applications, The design is based on
measurements of over 1ggg application programs and as such
is an example of a Preject that has developed an optimizing

compiler hand in hand with a high speed architecture.

The Homogeneous Machine Project, headed by Charles
Seitz of Cal Tech, is focused around an array of processors
for solving high energy physics codes. The processors are

connected into a binary n-cube. A prototype built with
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'Intel 8086's, each with 65K of memory, is under

construction.

The Los Alamos Parallel Microprocessor Systems (Pups)
is designed to accommodate up to sixteen computational
processors and twe communication processors. It can be
configured as either a shared memory machine, a distributed
machine, or as a collection of clusters of shared‘ memory
machines. It will support Fortran, have floating point, and

a relatively large memory.

The PASM Project, headed by H. J. Seigel of Purdue
(EE), has as its focus the Partitionable Array SIMD/MIMD
Computer. The PASM machine 1is composed of pfbcesSing
elements and common memory that can operate in SIMD meode or
MIMD mcde. The architecture |is motivated by image

processing tasks, and a design for an MC688008 based

protctype has been completed.

Systolic Array Project - These are computing
structures which attain extreme efficiency by making use of
designs in which data moves in very regular fashion throﬁgh
'a sequence of processing nodes laid out in a dénse pattern
on the two-dimensional surface of a VLSI chip. Designs
which keep all data paths short and process many items of
data in parallel allow remarkable processing rates to be
attained. Designs of this kind have been proposed by groups

at Carnegie-Mellon University and elsewhere, and it is

already clear that they can be very important for such
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significant special applications as signal processing and
manipulation of matrices having a faverable band structure.
The ability of this apppoéch té prdduce “ﬁiracle_ chips" of
great importance for new application areas is still far from
exhausted, so that rigoréus development of the systolic

approach is appropriate.

Texas Reconfigurable Array Computer (TRAC) -- The TRAC
system is based on coupling processors, memories and I/0's
through a dynamically reconfigurable banyan network. TRAC
implements ﬁultiple models of parallel computing. The TRAC
project integrates consideration of hardware, software and
applications of parallel computing. The TRAC architecture
can be scaled up in number of processors and memory elementg
at a cost growth rate of n log2 n. TRAC is being developed
as a laboratory for parallel computing. A 4 processor - 9
memory configuration of TRAC is now operating and a Pascal

compiler for programming of applications is available.

The New York University Ultracomputer -- This is a
highly parallel MIMD machine which aim§ to combine hundreds
or thousands of small, relatively conventional processing
eléments, all communicating with a largé shared memory, to
attain very high performance. In the present concept for
this machine, processors communicate with memory through a
very high bandwidth switching network which executes a Ffew
operations vital to ultraparallel inter-process
synchronization in addition to its basic data-routing

function. varicus advantageous operating systems software
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structures have been worked out for thislmachine, as has a
fairly detailed design for.the_switching chip coﬁtrol for
its communication network concepﬁ. Various " scientific
application simulations_ carried out by the NYU group show
that- thié machine can be programmed using relatively
conventional techniques-(essentially in a slightly extendeq
version of the widely used Fortran programming language) to

attain high processor utilization.

Purdue Center for Parallel and Vector Computing -- The
purpoese of +the center at Purdue University will be to

advance the state of the art in the use of parallel and
vector computers by engaging in research and development in
areas such as the design and implementation of algorithnms,
performance analysis, modern language design and related_
computer development, appropriate software tools and the
design and development of software modules. This work would
be driven by specific application areas arising from the
simulation of physical systems and would be accomplished by
sméll multi-disciplinary teams consisting of Purdue staff
and visitors from other universities, private industry and

government laboratories.
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Crystal Project - University of Wisconsin -- The University of
Wisconsin Crystal project, headed by D. Dewitt, has been funded by the
NSF CER program to design and construct a multicomputer with 50 to 100
nodes (processors). The processors are to be interconnected using
broadband, frequency agile local network interfaces. Each processor
will be a high performance 32 bit computer with approximately lvmegabyte
of memory and floating point hardware. The total communications band-
width is expected to be approximately 100 Mbits/sec. The multichannel
capabilities of the frequency agile interfaces, along with the Crystal
support software, provide researchers a number of unique capabilities.
First, the multicomputer can be divided into multiple partitions enabling
researchers to share the facility in a manner analogous to a timeshafing
machine. In addition, the processors within a partition can utilize the -
frequency agile interfaces to efficiently emulate a number of interconnec-
tion topologies. This will permit different groups of researchers to use

the intercoﬁnection topology that is best suited for their application.

Applications of interest include distributed operating systems, programming
languages for qjstributed systems, tools for debugging distributed systems,
multiprocessor database machines, and evaluation of a]ternative protocols
for high performance local network communications. The system will support
experimentatidn with parallel algorithms for solving computation intensive
problems in the areas of mathematical programming, numerical analysis and

computer vision.
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APPENDIX D
Applications and Benchmarks
The 1list of applications given here are initial
subjects for application development studies on the

currently available parallel architectures.

Monte Carlo technigues for simulating fusion processes.
Specific programs in both time dependent and time

independent models exist.

Two- and three-dimensional hydrodynamic calculations in

weapons design.

Specific model computations include

Particle-in-Cell for plasma models

" Adaptive Mesh Refinement for fluid processing

.These represent two algorithmic extremes and also the
most current thinking. that covers both the physical model

and how to fit onto parallel processors.

Another class of computations is the Many Body problem

used to study atomic and molecular interactions.

Real time image processing is an integral component of

many potential military applications.

Two- and three-dimensional aerodynamics calculations
for aircraft-like bodies. Techniques should include both
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ekplicit and implicit metheds; the former is known to
vectorize well, the latter has theoretical ad?antages but

does not lend itself to parallelism as readily.

Petroleum exploratibn and reservoir management are
applicatiods with wvery high potential economic payoffs.
Reservoir management applications include elements of both
fluid dynamics and heat transfer. Exploration studies deal

with signal Processing techniques.

In all these examples the need is to encourage early
interaction in order to influence future computer

architectures.
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APPENDIX E
Relationship to VHSIC
The VHSIC program is focused on the development of very
high performance device technology. The ultimate goal of
this techhélogy is to support military applications which
require very high performance parallel computer systems.
The purpose of the program proposed here is to acceierate
the development of the architectures, systems and algorithms

necessary to effectively apply this VHSIC technology.

The VHSIC developed technology will begin to arrive
next vyear. It 1is desirable to have in place a program of
evaluation and utilization of this technology in‘appropriate
architectures in order to provide feedback in the later
stages of the VHSIC program. The program proposed in this
report is a natural follow on to VHSIC. It has a broader
spectrum of applications than only direct military
applications such as real-time image processing. It extends
to other crucial national security areas such as weapons
development and enerqgy production. It alse includes
economigally critical applications such as weather modeling,
geophysics, computer aided design and high performance

robotics.

The absence of such a program as is proposed here may
lead to the Japanese being a principal beneficiary of the
enhancement of high performance components generated by the

VHSIC program through their effective system development of
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prbducts which require a substantial engineering investment

and have a high market risk.

.
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APPENDIX F
Relationship to Industry Programs
The semiconductor industry through the Semiconductor
Research Association (SRA) and the computer industry through
the Microelectronics and Computer Technology Corporation
(MCC) have begun to ‘establish collaborative programs to
support research in universities and to accelerate product
development from university research programs in both the

semiconductor and computer system fields. These initiatives

by the computer vendors and semiconductor manufacturers
strongly suggest that the role model projected here for
cooperation between consortia of users, vendors and
uriiversity research projects is one whose time has come and
which will be accepted by industry as an effective means of
accelerating product develcpment in difficult and/or high

risk areas.

It is also possible that partial funding support can be

obtained for these projects from these industrial consortia.
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APPENDIX G

Feasibility of Target Attainmént
It is the. best reasoned judgement of computer
architects, microelectronics researchers and software
experts that'the goal of a system approximately a thousand
times faster than today's fastest computers in the early
19990 time frame is viable. The requirements are a)
component technology, b) architectural and organizational
Structure, c) the software Systems, and d) algorithms to

exploit the architecture for significant applications.

The VHSIC program is accelerating the development of
very high performance Component technoloegy. There is need
for a strong program in the development of packaging and
cooling technologies in order to be able to exploit
integrated circuit chips in very high performance computer

'systems, whether they be dedicated and special purpose

Systems or general purpose systems.

A number of architectural concepts for exploiting
parallelism which have promise of delivering very high
performance computing systems have been defined and
evaluated. These architectures will clearly be capable of
delivering the required Performance levels if they can Se
implemented in appropriate technology, be supported Sy
appropriate peripherals, have the appropriate software
available, and have the algorithms for application

established. ._73_
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The necessary peripherals such as large scale primary
memories, high per formance secondary hemories,
interconnection networks, etc. are the least developed of
the architectural elements of a full system. It is clear

that development paths do exist for these system elements.

The development of basic concepts of parallel computing
and the necessary software systems to support exploitation
of these architectures is proceeding along with the

development of the architectural concepts. A great deal of
work is needed in this area, particularl—y with respect to

applicability.

_The final requirement is the developmenl of
applications which are formulated in parallel concepts and
which can exploit the very high performance parallel
architectures. A véry great deal of work is needed here.

However, the initial work which has been done has been

amazingly successful.

In summary, in each element of the requirements for
very high performance computer systems, there is substantial
reason to believe that a sustained research and development
program supported by effective engineering can approach the

goal of 1200 times today's supercomputers.
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APPENDIX H

Numeric and ‘on-Numeric Computing:

Relationship and Status

Numeric ang non-numeric computing have . traditicnally
been regarded as different discipline areas. The two
disciplines use different software, interfaces and
algorithms even when sharing hardware environments. Numeric
computing applications have traditionally driven the
development of very high performarnce computer systems. This
is because the proplems to be solved are relatively well
understood and thus attention could be focused on problem
solution, while in the non-numeric areas (all basically some
form of automation of the reasoning process), relatively few
preblems have been sufficiently well understood to justify
large scale application. Those areas which have been
Systematically approached such as theorem Proving and
progéam verification have been found to require enormous
computing resources for Substantial épplications. Thus
practical application to nen-numeric problems will Probably

require very high performance computer systems.

The Japanese government and computer industry have
recognized this state of affairs with the Fifep Generation
Computer Project which aims at Preducing "supercompurer

Systems" for artificial intelligence applications,

The "Fifth Generation" ang "Supercomputer® Projects of

MITI preserve the traditional separation of aumeric and
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'non-numeric computing. We believe that there are majer .
overlaps in technology for both areas. Developmenﬁ of the |
parallel generation of "supercomputers” will have a major
accelerating effect on high performance systems for

non-numeric applications.

We further believe that there is a strong need for
coupling automated reascning with mathematical modeling and’
data base techniques to produce effective control Aprocesses
for complex systems and for effective medeling of complex

systems involving human and mechanical components.

It should be noted that the current generation of

non-numeric applicaticns are being develcped on systems of

power approximately one to two orders of magnitude below the
current generation of supercompﬁters. There 1is need to
consider scaling of non-numeric computing to the current
generation of supercomputers. It may be desirable to
organize 2 study panel to determine the naticnal security
and econcmic development impacts of non=-numeric computing
and the probable effectiveness of the entrepreneurial
~capital system of meeting these national security
requirements as the research programs bring the concepts and
applications to fruition. The Japanese government and
computer industry have already establisned their commitment

te. econcemic importance with the Fifth Generation project.

It is worthy of note that there are now being marketed small

scale systems specialized for non-numeric applicatiens.
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Partial Inventory and Announced Orders of Class VI Machines

Country Site Number - -Purpose Computer
u.s. V/T Los Alamos Nat. Lab. 5 Weapons Research Cray-1
v Lawrence Livermore:
Nat. Lab. ' 4 Weapons Research Cray-1
2. Magnetic Fusion Energy
B Research Cray-1
v~ Sandia Nat. Lab. 2 Weapons Research Cray-1
v~ KAPL 1 Reactor Research Cyber 205.
+ Bettis 1 Reactor Research -Cyber 205
Kirtland Air Force Base 1 Military Cray-1
National Center for
Atmospheric Research 1 Atmospheric Science Cray-1
¢ v NSA 2 Intelligence Cray-1
Loe B NASA-Ames 1 Aerodynamics Cray-1
Luor sy NASA-Goddard 1 Atmospheric Science Cyber 205
msn oz NASA-Lewis 1 Fluid Dynamics Cray-1
ASHI 2 FNOC-Monterey 1 Oceanography Cyber 205
oo 1 & National Environmental
Pt Satellite Service (NOAA) 1  Research Cyber 205
wihpo Colorado State Univ. 1 Engineering Research Cyber 205
“‘_"21.» Univ. of Minnesota 1 Research Cray-1
e 7"* Geophysical Fluid :
Dynamics Laboratory 2 Geophysics Cyber 205
Purdue University 1 Research Cyber 205
Univ. of Georgia 1 Research Denelcor HEP
CHEVRON 1 Petroleum Cray-1
Bell 1 Research Cray-1
- ARCO 1 Petroleum Engineering Cray-1
EXXON 1 Petroleum Engineering Cray-1
Grumman Corp. 1 Jet Engine Simulation Cray-1
" Westinghouse Corp. 1 Nuclear Power Plant Design Cray-1
TEXACO 1 Petroleum Engineering Cyber 205
SOHIO 1 Petroleum Engineering Cyber 205
Digital Production, Inc. 1 Graphics Cray-1
Boeing Computing Serv. 1 Timesharing Cray-1
Control Data Corp. 1 Timesharing Cyber 205
v 42 United Information Serv. 1 Timesharing Cray-'} ‘
Germany Max Planck 1 Research Cray-1
Bochum 1 Research Cyber 205
PRAKLA 1 Research Cyber 205
Univ. of Karlsruhe 1 Research Cyber 205
Univ. of Stuttgart 1 Research Cray-1
Deutch Forschungs und
Versuchsanstalt fur .
Luft Raumfahrt 1 Aerospace Research Cray-1
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Partial Inventory and Announced Orders of Class VI Machines (Continued)

Computer

Counfry Site Number Purpose
France GETIA 1 Electric Power Institute Cray-1
Commissariat A'Lenergie
Atomique . 1 Nuclear Energy Cray-1
Compagnie International
De Services En
Informatique 1 Timesharing Cray-1
" Ecole Polytechnique 1 Research Cray-1
England European Centre for
Medium Range Forecasting 1 Weather Cray-1
Brit Met 1 Heather - Cyber 205
Daresbury 1 Physics Research Cray-1
AWRE Harwel} 1 Nuclear Energy, Weapons Cray-1
Shell 011, U.K. 1 Petroleum Cray-1
Univ. of London 1 Research Cray-1
Univ. of Manchester 1 Research Cyber 205
Japan Mitsubishi 1 Research Cray-1
Century Researcn 1 Research Cray-1
A -
7
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From ¥. F. Ballhaus, Jr. .
NASA/Ames Research Center August 13, 196‘

For the past decade, MASA-Ames has conducted pionegring, research in the
rapidly advancing areas of computational fluid dynami;s and computational
aerodynamics as well as other aerospace disciplines. This research, con-
ducted both on site and remotely at university and industrial sites, has
been serviced by a continually expanding computational capability. Cur-
rently this capability includes access to a Class VI computer housed on-
site. NASA has plans to further augment its computational capability by
means of the Numerical Aerodynamic Simulator (NAS), a project to-be con-.

ducted by the Ames Research Center. This facility will provide by 1988 a

computation rate of a billion floating-point operations per second (sus-

tained) with a memory sufficiently large to support this speed. The faci'li.

ty will provide interactive access, both remote and on-sité. to a large
number of users from NASA, DOD, academia, and industry. It will be used to
solve previously intractable problems of national concern in the aerospace
disciplines of interest to the DOD and NASA. Limited operational capability
is expected by 1985 with full service in 1988. The NAS facility will in-
clude graphics and work stations, satellite and telecommunications inter-
faces for remote access, a large data base mass store, and a fast network
linking these elements with a high-speed computing engine. This year a new
computer science effort has been initiated at Ames to seek innovative ways
to apply advanced computational concepts to the solution of the Agency's
technical problems. This activity will be complemented by a new institute
at Ames under the auspices of the University Space Research Association.
The Research Institute for Applications of Computer Science will be Operc
ating by early 1983.
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NCAR COMPUTING CAPABILITIES AND SERVICES *
‘Walter Macintyre

The missions of NCAR a; set by the UCAR Board of Trustées and endorsed by
the National Science foundation, are as follows:

0 In cooperation with university research groups and other
organizations, to igentify, develop and make accessible selected
major research services and facilities of the outstanding quality
required by the universities and NCAR for effective progress in
atmospheric research programs. NCAR will be responsible to assure
the most effective use of these facilities and services by
scientists in the universities and NCAR.

and scope...It is dppropriate that most of the research at NCAR be
on problems that are characterized by thefr central importance to
society, scientific interest, and by the requirement for :
large-scale, coordinated thrusts by teams of scientists from a
number of institutions....

The overall pace of progress in the atmospheric and related sciences is
limited and modulated by the nature and power of available computers. Hence
both of NCAR's missions require the Centef to make available to the

state of the art in speed, capacity, architecture, and software, as well as a
wide variety of cffective services. '

NCAR established its computing facility two decades ago. Throughout its
histqry, NCAR has pioneered in making advanced hardware, software and services

community. During the past year, more than 900 individuals from 80
institutions used the facility, and scientists at 75 locations had access via
the NCAR Remcte Job Eatry System. In an analysis of existing large-scaie
operations for atmospheric research modeling, done by the National Advisory
Committee on QOceans and Atmosphere for the Presigdent's Science Advisor (see
Table 1), NCAR is shown to be the only facility fully open to the overall
university community on a first-priority basis.

History of NCAR Computing Capacity

Table 2 presents a history of NCAR computing system milestones since
1963, and Figure 1 shows the growth of NCAR's computing capability over the
years in terms of units of computer resource delivered to users, The
acquisition of successive generations of computers has made

* This is a cnapter in the December 1982 NCAR document entitled

"Scientific Justification for An Advanced Vector Computer. "
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Table 1

Surmary of existing large-scale operations in support of
atmospheric modeling research, fiscal year 1980

Agency/Location

Department of Commerce
NOAA

GFDL, Princeton University =

. Environmental Research
Laboratories, Boulder, Colo.

Suitiand, Maryland

Department of Defense
AFGL, Bedford, Massachusetts

U.S. Army, White Sands

U.S. Navy, (FNOC), Monterey,
California

NASA
GISS, New York, N.Y.
GSFC, Greenbelt, Maryland

Hampton, Virginia

Pasadens, California

NsE
NCAR, Boulder, Colo.

17} .
Research Triangle Park, NK.C.

DoE

Argonne National Laboratory
Argonne, I1linois

Brookhaven NKational Laboratory
Upton, N.Y.

Bni‘tene. Northwest Laboratory
Richlang, Wash.

Idano Nat'l Engineering Lab.
laaho Falls, ldaho

Los Alamos Scientific Lab.
Los Alamos, MM,

Lawrence Berkeley Laboratory
berkeley, California

Lawrence Liverrore Laboratory
Livermore, California

Oak Ridge National Laboratory
Oak Ridge, Tennessee

Sandia Laboratories
Albuguerque, N.M.

Savannah River Laboratory
Aiken, S.C.

Computers
Irpe

F1/ASC

€oC Cyber 170/750
(3) IBM 360/195

€oC 6600
U 180

¢DC 6500,
Cyber 170/175,
Cyber 170/720,
Cyber 203

18M 350/195
Amdah

(2) 18M 360/19¢
CDC Cyber 203,
Cyber 170/173,
(2) Cyber 173
(2) Cyber 175
{2) 6600

(3) v 1108

Cray COC 7600

{2) U 1100,
18M 360/165

184 370/195,
1BM 370775,

18 370/50, (2) 30/33
€0C 7600, (2) COC 6600

DEQ POP/10, Sigma 7

Not available

18 360/75,
Cyber 76

(2) coC 6600,

(4) CDC 7600, Cray 1,

(2) Cyber 73

COC 7600, CDC 6600
COC 6400

Cray 1, (4) CDC 7600
(2) Star/100, CDC 6600

IBM 360/75, POP/10,
SEL 8108

U 1108.U1100-82,

(3) CDC6600, COC 6400

Macintyre

Pércenuqe use
for atmospheric

Users

in-house
in-house
in-house
{n-nouse

in-house

in-house

in-house

tn-house BOZ
universities 20%
in-house 90%

tn-house 95%
other 5%

in-house

NCAR & universities

in-house

{n-house
in-house
tn-house
in-house
in-house
in-house
in-house
in-house

in-house

COC 7600, Cyber 76, POPIO

1BM 360/115

in-house

research

Percent

70-80

50-60

n/a
n/a

10

75

20

20

1.5

100

15

~

n/a

0.4

1
n/a

3

0.5

0.3

* From: A Review of Atmospheric Science Research Facilities, National Advisory Committee

on Ocedns and Atrosphere, KHashington,
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Figure 1

History of Computing Output Units at NCAR

ouTPUT

UNITS
2600 — Computer Output Units are:
CDC 3600 = 1/15 (1.33 CP) " 2452
400 CDC 6600 (1966) = 1/10 (1.33 CP) . T
2400 (1968) = 1/5 (1.33 CP)
€DC 7600 = CP + .33 PP
- = 4, + 1.8) CP
2200 4 CRAY-1 4.5 CP + .33 (1.8)
2000 + 1982
1831 -
1800 4
2208
1600 + |CRAY)
1400 4
|200 1 1749
1000 <+ 1548
800 +
coz 720
6600)\ ufs'T,‘,;“---------.e"."
600 < > Lu
400 + gggo)—' N PP ‘.\\
’ s2s | ]
: ada el 4
200 <+ 286 | 233
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. ] I (7600)
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—

Figure 1. Computer output units used at NCAR. The calculation of pow-
er units is based on monthly hours of central processor (CP) time and
peripheral (PP) time (on 7600), averaged over each year. When periph-
eral time is not available, a factor is applied to CP time to estimate
1/0 production. If a machine is not in production for the complete
first or last year, the data shown is the average for the months used
during the given calendar year.
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Year

Late 1963

December 1965

 July 1971

June 1972

February 1976

February 1978

March 1981

September 1981

October 1982

Macintyre

Table 2 . Milestones of Major Computing Systems at NCAR

Capability
CoC 3600

CDC 6600

CDC 7600

RJE Capability

TBM Mass Store
(used on-line
Feb 1977)

CRAY-1A

IBM 4341 front
end computer

NCAR internal

network compieted

Connection of NCAR
system to a common-

carrier pocket

switching network

Characteristics

Memory = 32,700 words, 48 bits each
Overall speed = .06 of CDC 7600 ’

Memory = 65,000 words, 60 bits each
Overall speed = 1.5 x CDC 3600 when new
= 3.0 x CDC 3600 by 1968
(after software system chan:

or
= .2 of CDC 7600

65,500 x 60 bits small core
512,000 x 60 bits large core

Basic cycle time = 27 ns (speed 10-15 MIPS)
Disks = 2 x 5.072 billion bits at first
Early 1976 = 8 x 2.4 billion bits on di.

Memory

Dialup from remote sites to Modcomp computer
at NCAR Mesa Lab

Oct 78 = 9300 active TBM volumes
Aug 79 = 15000 active TBM volumes
Aug 80 = 27000 active TBM volumes

(Average volume size 72 million bits)
Apr 82 = 43170 active TBM volumes
(Total data volume 7.6 trillion bits)

Memory = 1,048,000 x 64 bits

Basic cycle time = 12.5 ns (and pipeline)
(Speed 40-80 MIPS) ,

Overall speed = 4.5 x CDC 7600 .

Disks = 16 DD 19's x 2.4 billion bits each

Used by SCD and other divisions for program
job preparation. Also used for selected I/
tasks. Gives 6250 BPI tape capability for
first time. Provides interactive access to
the general user for the first time.

Facilitates communication among the various
hardware components.

Gives all users of NCAR computers inexpe.
interactive access to the system.
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it possible for the science to address qualitatively different, previously
intractable problems in many areas of atmospheric research. Table 3 shows
the distribution of total NCAR CRAY computing resources to the university-NCAR
community by major disciplinary area during the period February 1978 to May
1982. . o

NCAR puts high importance on peripherals and systems to maximize the
usefulness of the computer output and to minimize the time required of user
scientists. It has the best developed and proven system for community
participation in the process that governs the allocation of its resources

NCAR's computing plans and priorities are set
with active participation by the user community. In developing future plans
for the facility, the assignment of first priority to the acquisition of
additional main-frame power has been made with widespread community
consultation and support.

Current Capabilities of the NCAR Scientific Computing Division (SCD)

1. Hardware capabilities. The major NCAR computing hardware
capabilities- are a CRAY-1A, capable of executing 80 million instructions per
second for very high speed computations; a Control Data Corporation {CDC) 7600
for fast data analysis and file manipulation; an IBM 4341 computer system for
providing interactive access to the major computing engines; an AMPEX Terabit
Memory System (TBM), which provides mass storage for archived data as well as
significant on-line data storage; and a remote job entry system that
communicates with 75 locations across the country. The SCD also has a DICOMED
graphics systems, a Network Systems Corporation (NSC) high-speed data network
to connect the various systems, and a GANDALF port contention device which
permits selective use access to the various machines.

2. Services. The services provided to the community by the NCAR SCD
include the following:

a. Data Support. The Scientific Computing Division's Data Support
Section maintains a large archive of computer-readable research data and
provides assistance to users in locating data appropriate to their research
needs, interfacing their programs with the data sets, and accessing utility
routines for manipulation of the data. Users can access the data from remote
terminals, in addition to using the data at NCAR or receiving tapes. This
group has achieved a worldwide reputation in acquiring, formatting, updating,"
and making accessible atmospheric observational data sets. ’

The Data Support Section maintains many large sets of analyzed

grid data and observed data from the National Meteorological Center, the -
National Climatic Center, the U.S. Navy, and the U.S. Air Force. Other
countries and laboratories also provide data. Supporting data such as land
elevation and ocean depth are included. The archives are largely describd in
Data Sets for Meterological Research, by Jenne (NCAR-TN/IA-111, 1975).

b. User Services. The User Services Section offers consulting
services to users, provides information on all services and operational
procedures of the division, and provides software libraries of numerical and

AI-S



TOTAL CCU USE BY AREA OF INTEREST
February 1, 1978 through July 31, 1982

AREA OF INTEREST

HOwWwN -

w

Cloud Physics

.- Weather Prediction

Solar Physics

Chemistry and
Upper Atmosphere

Climate
Qpeanography

Basic Fluid Dynamics
& Miscellaneous

Total:

Table 3

CCU's
1,225.7
2,147.2
1,213.7

949.2
2,979.7
765.8

1,092.4

10,373.7
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utility tools. This section provides an effective interface to the hardware
and operating system software for user scientists.

Within the User .Services Section, the Communication group
manages the current communication links for remote job entry (RJE) and
interactive access. The Library Group manages and distributes the large
numerical library (4700 routines) already available from SCD and develops new
tools that facilitate program development and maintenance in a multi-machine
environment. The User Interfaces Group provides documentation and
consultation services and continuously improves methods of access to the
facilities. The Multi-User Software Group is now completing a multi-year
project for GENPRO2, a generalized software package for signal processing and
data analysis.

C. Systems. The Systems Section develops network, communication
and mass storage systems, as well as maintaining operating systems and their
related software and language compilers supplied by vendors for several types
of computers, ranging from small- to large-scale machines.

The highest priority is the maintenance of the integrity of the
current operating systems, including the software running the internal NCAR
network. The staff are involved in the development of interface software and
non-vendor provided systems software as well as the provision of data
management software. They assist with hardware and software planning and
acquisitions. -

- d. Operations and Maintenance. The Operations and Maintenance
Section operates and maintains the hardware systems of the facility and
provides digital data library services, statistics on system use, and
microfilm/microfiche and movie production.

e. Advanced Methods. The activities of the Advanced Methods Group
include research, consulting and the production of advanced mathematical
software in such areas as thermospheric physics, computational fluid dynamics
and spherical vector harmonics.

3. Algorithm and Software Development. The NCAR computing staff and
various users have contributed to the development of algorithms and software
that are valuable in many areas of science. Examples are vectorized fast
Fourier transform software, non-linear second-order partial differential
equation algorithms and software, and the NCAR graphics package. This work
continues and is effective disseminated throughout the scientific community.

Figure 2 gives the current organization and staff levels of the NCAR
Scientific Computing Division.

Allocation Procedures

Allocations of NCAR computer resources are governed by the UCAR Board of
Trustee policy, which requires that 45% of NCAR computing resources be
available to university users, 45% to NCAR research and 10% to joint
NCAR-university projects. Use of the computers by postdoctorals and other
long-term visitors and processing of data from aircraft, radars, etc., is
counted in the NCAR allocation, unless the investigator involved has applied
for resources in the university category. This seldom occurs.

Al-1
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SCO ORGANIZATION CHART

Division
Directors Office
M. Macintyre
5.5 FIEs

Deputy Director
' — H. Drake

. Bivision
et Administrator
Assistant
P. Peterson | { Admianistrator

| _B. Thompson |

| l

Computer Dperations Data Support P i Advanced Methods User Services
and Maintenance R. J:sze S"‘f?ﬁ d:?f?’" " P. Swarztrauber R. Sato ’
G. Jensen 5.00 FIEs 20.00 FTEs 5.00 FTEs 27.25 Flts
31.75 FIEs
CTomputer Asst. Janager
Maintenance — . 8. Frye
H. Hard Large Systems Small Systems
8. O'Lear G. Green
Data Software
Computer . ‘ Communication Librarfes
Operations |— m
R. Niffenegqer p Grou
User ti-user
‘ Interfaces Software
Resource €oC 7600 Networ
Accounting |—- L_Group Groy
J. Bartram
Grou
1) Computer Operations - Operates and maintains al) SCD computers, peripherals, and related equipment; accounts for the usage of this equipment;

2)

3)
4)
5)

6)

processes all film and fiche output.

Data Support - Acquires, prepares, and maintains archives of meteorological, oceanographic, and other necessary data; provides counseling services
regarding these archives: fulfills requests for data sets for use elsewhere.

Systems Programming - Maintains the operating systems on al) SCD computers; develops interfaces to these systems for user programs.
Advanced Methods - Research, consulting, and software development for problem solvlugvln scientific computing.

User Services - Provides the services required to allow users access to SCO computers, documents user interfaces to SCD computers, consults with
users on problems, trains users, develops and maintains multi-user software, and acquires and maintaing program libraries for general use.

Division Director's Office - Overall responsibility for delivering large-scale computing services to users; for allocation of computing resources

to non- users; for administering the activities of SCO including planning, budgeting, and geners) supervisfon; for delivering support
services to division personnel. .
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Non-NCAR requests for a total of more than five hours on the CRAY-1 or
COC 7600 are reviewed by the SCD Advisory Panel after preliminary review by
two or more individual reviewers. The Panel meets twice a year, in the spring
and fall. Panel members are selected from the community at- large on the basis
of established competence in the atmospheric sciences, computer science, and
related fields. Normally, three-quarters of the Panel members are from
outside NCAR.

The panel assesses as the merit of proposals for the use of the SCD
facilities and recommends action with respect to a prospective user's request
on the basis of scientific merit, computational effectiveness and need. The
following specific questions are asked about each proposal:

0 What contribution is the project Tikely to make to the advancement
of the atmospheric sciences?

0 Is the work original?
0 Are the scientific approaches and techniques appropriate?

0 Will the project make efficient use of computing resources? Will it
be I/0 bound? Are current mathematical and numerical methods used?
Are appropriate algorithms employed?

The Panel may recommend that the request for resources be fully granted,
that only a portion of the request be granted (which will mean the project
must be scaled back or stretched out in time), or on occasion, that the
request be denied. In cases where a request for computing time at NCAR is an
integral part of a proposal to NSF, NCAR coordinates its review process with
that of the NSF.

Requests for university use of less than 5 hours of CRAY-1 or CDC 7600
time are evaluated by the Director of the Scientific Computing Division, with
guidance from scientific reviewers selected from the NCAR staff or external
community. These evaluations are reviewed as a group twice a year by the SCD
Advisory Panel.

NCAR use of the computer is allocated by the Director of NCAR as part of
the overall NCAR budget and resource allocation systems. The Director
presents and defends his proposals for NCAR programs and associated resource
allocations before the UCAR Board of Trustees and its Budget and Program
Committee. The efficient use of resources by NCAR staff is also reviewed
through the Scientific Programs Evaluation Committee (SPEC) process, in which
scientists drawn from the community at large review all aspects of NCAR
programs on a triennial basis.

The joint use allocation is also administered by the Director of NCAR.
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MAGNETIC FUSION ENERGY AND COMPUTERS* .
John Killeen

National Magnetic Fusion Energy Computer Center
Lawrence-Livermore National Laboratory
Livermore, California 94550

The application of computers to magnetic fusion energy research is essential. In

the last several years the use of computers in the numerical modeling of fusion
systems has increased substantially. There are several categories of computer models
used to study the physics of magnetically confined plasmas. A comparable number of
types of models for engineering studies are also in use. To meet the needs of the
fusion program, the National Magnetic Fusion Energy Computer Center has been
established at the Lawrence Livermore National Laboratory. A large central computing
facility is linked to smaller computer centers at each of the major MFE laboratories
by a communication network. In addition to providing cost effective computing
services, the NMFECC environment stimulates collaboration and the sharing of computer
codes among the various fusion research groups.

INTRODUCTION .

In June 1973 an Ad Hoc Panel on the Application
of Computers to Controlled Thermonuclear
Researchl was convened at the USAEC in order

(a) to survey and summarize the existing
level-of-effort in the application of computers
to CTR.

(b) to identify important CTR physics and
engineering questions that are or may be soluble
by the use of computers, and to evaluate the
benefits that would accrue to the CTR progranm
if such solutions were obtained, and

(c) to survey, summarize and evaluate the
status of present and anticipated computer tech-
nology for the purpose of accurately forecasting
the type, size, scope, and composition of a
facility that would realize the benefits
identified in (b) above, and the lead time
necessary for assembling it.

The wide range of the questions posed to the
panel dictated that its composition be as
diverse as the issues it was asked to address.
Therefore, besides AEC Headquarters personnel,
the panel had three different groups of parti-
cipants—-plasma physicists, plasma engineers,
and computer scientists--who were organized
along functional lines into three sub-panels.

A recommendation of the Ad Hoc Panel was a
significant expansion in the development and
use df computer models in the fusion program.
The following plasma physics models were identi-
fied and their importance to the fusion program
discussed.l

1. Time~dependent magnetohydrodynamics

2. Plasma transport in a magnetic field
3. MHD and guiding-center equilibria

4, MHD stability of confinement systems
5. Vlasov and particle models
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6. Multi-species Fokker-Planck codes
7. Hybrid codes

Engineering models needed in fusion reactor

design studies include

1. Plasma engineering-burning plasma
dynamics

2, Nucleonics

3. Mechanical design

4. Magnetic field analysis

5. Systems studies

6. Thermal hydraulics

7. Tritium handling

8. Safety and environmental studies

Another recommendation of the Ad Hoc Panel was
the establishment of a computing facility dedi-
cated to the magnetic fusion program. The
National Magnetic Fusion Energy Computer Cente:
(NMFECC) was organized in 1974 at Lawrence
Livermore Laboratory and service began in late
1975. From the above lists of computer models
in plasma physics and engineering it is clear
that the fusion program requires the most
advanced scientific computer available. 1In
September 1975, NMFECC installed a new CDC 760(
dedicated to fusion physics calculations.

A review of requirements at the National MFE
Computer Center was conaucted in the spring of
1976. The results of this review led to the
procurement of the CRAY 1, the most advanced
scientific computer available, in the spring of
1978. The utilization of this computer in the
MFE program has been very successful,.?2

A new study of computer requirements for the
MFE program was conducted during 1979.2 Th
MFE program has grown considerably since 19
and major directions have emerged, e.g., TFTR,
MFTF, and the propused Fusion Engineering Devic
(FED). The computing requirements are




necessarily much larger and the models more
varied and demapding.2 The increased emphasis
on fusjon technology has led to a substantial
grovth in the use of the NMFECC for engineering
calculations. The 1979 study? led to the pro-
curement by the NMFECC of a second CRAY 1
computer in September 1981, The study2 also
recommended the addition of a more advanced
computer during 1984,

-

THE NAVIONAL MFE COMPUTER NETWORK

The purpose of the MFE Computer Network is to
provide to all fusion researchers the full range
of available computational power in the most
efficient and cost effective manner. This is
achieved by using a network of computers of
different capability tied together and to the
users via dedicated data lines and dial up
telephone lines. The existence of this nation-
wide computer network allows projects to be
sited anvwhere in the courtry without regard to
local computer availability, and therefore
increases enormously the flexibility of the
fusion program,

The Center began first opérations using a CDC
6600 loaned by the Lawrence Livermore National
Laboratory Computer Center (LCC). 1In September
1975 the Center installed its own CDC 7600
computer, and by March 1976 significant trans-
mission over the dedicated Data Communications
Network was taking place, By that time the new

CDC 7600 was saturated with a calculation work-

load which had been implemented, until then,
solely by dial-up telephone communications
between the Center and the user community,

Levels of Computer Capability in NMFECC

The concept of the NMFECC is that different
levels of computer capability are provided at
the various remote locations according to
research priorities and anticipated computa-
tional demand. At the national center, provid-
ing high level capability to the entire
community, is the original CDC 7600 plus two
high-speed CRAY 1 computers with one and two
million words of memory, respectively.
Additional equipment a: the natienal center
include processors and other ADP equipment fer
communirations, file management, and data
storayc. (Figure 1)

At the next level of capability are User Service
Centers (USC's): DEC-10 computer systems with
direct high-speed access to the national center
through PDP-11/40 remote comnunications control
processors. There are now five operational USCs
(Figure 2) in the field locatred at Princeton
Plasma Physics Laboratory (PPPL), the Los Alamos
National Laboratory (LANL), the Oak Ridge
Natienal Laboratory (ORNL), General Atomic (GA),
and LLNL (for the mirror confinement program).

A sixth USC, used in center operations, is
located at the NMFECC itself.

Killeen

NMFECC HARDWARE CONFIGURATION

Nn;::FE‘~

PDP Terminals
. 11/44 POP 128 direct
56 Kbit [ PoF 11/34 40 dial-up
network 11/44 \16 tymnet
300-9600 baud
T
CRAY-1S CRAY-1 CDC-7600
Memory: '
2x 108 1% 10%| o0.5x 108
words words words
Disk: | 9600 4800 3000
Mbyte Mbyte Mbyt_e
NMFECC

central storage
275,000 Mbyte

()

A third level of capability is provided through
the Network Access Port (NAP). MFECC designed -
the NAP to permit remote computers to be connect-
ed to the MFE network as remote hosts. There
are currently five NAPs installed, all of them
connecting VAX 11 series computers into the
network,

Figure 1

A fourth level of capability is provided by
Remote User Service Stations (RUSS) at selected
MFE research sites. RUSS stations are current-
ly installed at 18 remote locations (Figure 2).
RUSS stations provide users with the capability
of printing output files locally on a 1000 line/
minute printer and act as a terminal concentra-
tor for up to 16 interactive terminal users,
RUSS stations are connected to the nearest MFE~
NETWORK communications processor over a 4800
baud dedicated line. (Figure 2)

NATIONAL MFE NETWORK 1982

Ronterg | nprasrng

Technoiegy

LAWRE

NATIONAL
- LASORATORY

At Ureverwty

TEST M ket ity i
— e W (e v

Figure 2

AI-15



A fifth level of capability is dial-up access.
MFE researchers at some 35 localities access the
center using computer terminals equipped with
acoustic modems or couplers.

Data-Communications Systems

Data Communications service to the National MFE
Computer Center is provided on a 24 hours/7 day
basis. Three types of service are provided to

NMFECC users as outlined below:

1. Wide band (56 KB/sec) Satellite Network
Service. Users at Major USC's on the MFE
net may log on to their local DEC-10 system and
interact with the computing resources at the
Central facility in Livermore. Currently four
major network satellite links are in service
from LLNL to Princeton, N.J., Oak Ridge, Tenn.,
Los Alamos, N.M., and San Diego, Calif. These
are dedicated dual channels and modems which are
" connected to LLNL owned communication control
processors (DEC 11/40's). (Figure 3)

MFENET TYPICAL SITE CONFIGURATIONS

- Tops 10
system
Terminals
Print/plot
WESTAR 34
MFECC User
service
center
CRAY 1 PDP
-10
Network 56 \, Communications )
control KBIT control Disk
processor / Satellite processor
Network
CRAY 1 sccess
port
PDP PDP
rOP
11/44 11/40 Ly
Remote user
‘ service station
CDC 7600 4-8
T.V. monitors 8-16
Printer/plotter Terminals
1000 LPM
Figure 3

2. Dedicated 4800 Baud Service. Remote User
Service Stations on the MFE Net are served by
dedicated leased 4800 baud lines which terminate
either at the Center (LLNL) or at the nearest
MFE Communications Control Processor. Location's
served by 4800 baud dedicated service are shown
in Figure 2.

3. Dial Up Service. Users not at major
fusion laboratories may dial-up the Center using
one of the following services:

(a) TYMNET—-A Tymnet owned CP-16A/1200
processor is installed at the NMFECC in Liver-
more. NMFECC users have access to the six
unlimited 300 baud ports and two unlimited 1200
baud ports. TYMNET calls are also routed
through the LLNL owned terminal concentrator.

AI-16

-Killeen

(b) ARPANET ACCESS—NMFECC users with a
to an ARPA IMP may use theARPANEqua..
communicating with the Center.

(c) DIRECT DIAL COMMERCIAL or FTS—Thirty 3(
baud and ten 1200 baud ports are available throt
auto-answering modems which connect dial up
users to MFECC's terminal concentrator.

NMFECC COMPUTING ENVIRONMENT

The NMFECC computing environment reflects the
needs of computer users in the Magnetic Fusior
Energy research community. Both interactive
timesharing and batch processing are available
A summary of some service follows:

Timesharing Services

The fusion community has always found that
interactive computing, even with the largest
codes, is by far the most efficient use of
physicists efforts. The 5% overhead in swap-
ping codes in and out of the machines provides
fast debugging, immediate turn around on key
results, and the capability to interact with
codes which need user control. The Livermore
Time Sharing System (LTSS) developed for the
CDC 7600 by the LCC was adapted by the NMFECC
for the CRAY 1 computer in about six months.
CTSS was available as the first CRAY 1 wa
vered and the final bugs-were removed wit
a couple of months. CTSS is supported by
1ibraries of FORTRAN callable subroutines whis
enable a user to issue almost every system cal
giving access to every part of the hardware.
typical physics code can be run from a termin:
display graphics as it runms, be interrupted o!
interrogated at any time. The ability to sta:
or stop a8 code at any point and inspect the
results provides debugging at least 100 times
faster than older methods.

File Storage Services

NMFECC has designed a multi-level file storag
system called FILEM. FILEM is a highly versa
tile system which allows users to store and
retrieve programs and data files in the centr
computing facility at Livermore for an indef-
inite period of time. FILEM has been designe
to accommodate the needs of users at remote
sites. The CDC 7600 has been programmed to
assume virtually all of the tasks associated
with file custodianship including indexing,
storage, retrieval, and efficient management
the file storage media. The NMFECC file
storage media currently consist of three leve
of storage (Figure 4).

User Services
It is the policy of NMFECC to make all co

documentation available on line so that users
may provide themselves with up-to-date system
documentation by simply printing out the docu
ment at their local printer or terminal. Any



part of any document may be displayed on remote
terminals and the routine DOCUMENT is capable of
scanning text for the user to locate a specific
topic of interest. NMFECC has provided the user
with two routines called MAIL and NEWS which
allow users to send a message or question to any
other user on the NMFECC network. NEWS and MAIL
are also commonly used by users to ask NMFECC
staff about specific problems they have encount-
ered. NMFECC systems programmers and documen-
tarians use NEWS to broadcast all system or
documentation changes. Users who are unable to
sclve a computational problem by consulting
DOCUMENT or inquiring through NEWS may seek
assistance from the software consultation staff
4t the Center. Depending on the user's needs
the staff may diagnose problens, recommend sol~-
utions, and follow through to insure that a
satisfactory solution is realized. Specialized
assistance in the zreas of mathematical librar-
ies, graphics, engineering analysis and symbolic
manipulation is also available through the
Center.

NMFECC CENTRAL STORAGE

CRAY-1S CRA%-') CDC-7600

]

Staging 4] [ﬁ

{on demand) [Memorex
3650 «3

Staging disk

Capacity - 2400 Mbyte
Access - 35 millisec

File life - 1 week
l CDC 38500 l- Mass storage
[‘ Capacity - 62500 Mbyte

Access - 10 seconds
File life - 12 weeks

Automated tape library

apacity - 209500 Mbyte
ccess - 2 minutes
Fite life - archival

Figure 4

ATL 7110
Destaging

Memorex 3226 tapes 2

LIBRIS Computational Plasma Phvsics and

Engineering Data Base

NMFECC's policy is to encourage the exchange of
informazion about application codes within the
MFE computational community. To facilitate
sharing, a common data base of conputational
physics and engineering codes is available
through a routine called LIBRIS, which allows
any user to abstract a code that he wants to
make available to the MFE community or to inter~
actively interrogate the abstracts in the LIBRIS
data base.

NMFECC PLANNING PROCESS

The need for a more advanced computer in 1984
should properly be discussed from two perspec=
tives. The first perspective has to do with
capability and can be discussed in the context
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of the following question: Are there important
fusion problems that cannot be solved with,
todays most capable computers? The secorid per-'.
spective has to do with capacitv and suggests
the question: With two CRAY machines in opera-
tion does NMFECC still fall short of the
projected requirements of the fusion program?
The answer to both questions is yes.

The Need for More Powerful Computers

The central focus of magnetic fusion theory is
the behavior of plasma as it interacts with
magnetic fields. The growing body of physics
theory that pertains to this interaction is
extremely complex. Computers such as the CRAY 1
have permitted code designers to simulate plasma
interactions more accurately, but improved
wodels are needed and the improvements will
require machines more capable than a CRAY-1S.

It should be emphasized that increases in memory
size should be matched by increases in CPU
cycle time. Expanding the parameters of a
problem to use a larger memory size might other-
wise result in unreasonably long run times to
obtain a result. Thus we look to a machine
which will demonstrate significant improvements
in both memory size and execution speed over

the CRAY-1S. ‘

We can examine the need for more powerful com-
puters with respect to some of the major types
of codes which are used in the MFE program.

(a) MHD Normal Mode Codes - One approach to
the determination of MHD behavior is the calcu-
lation of linear normal nmodes; that is, natural
modes of oscillation of small perturbations
away from equilibrium. This has been carried
out in very detailed fashion by the PEST and
ERATO codes, which calculate an equilibrium and
then obtain the structure and frequencies of
these normal modes. These codes have made vital
contributions to the understanding of the dang-
erous kink and ballooning instabilities, as
well as other MHD modes in tokamaks. This has
permitted the much more accurate determination
of limits on the plasma beta, the ratio of the
plasma pressure to the magnetic field pressure,
Both codes run approximately ten times faster
on the CRAY 1 than on the CDC 7600. This sub-
stantial decrease in running time results not

only from the fact that the CRAY 1 is a much

faster machine, but also because its fast
access memory is substantially larger, thereby
permitting more efficient coding. Even so,
both PEST and ERATO and other codes of their
type require a great deal of computer time.
Each computer run takes about thirty minutes on
the CRAY 1; several runs are required toanalyze
one equilibrium; and hundreds are required to
discover trends. Such stability calculations
will be vital in the investigation of fuyture
experiments and reactor configurations.

(b) Time-dependent MHD Codes - The other
technique for determining plasma instabilities
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along with their growth rates is through the
solution of the time dependent MHD equations of
_motion. The full set of MHD equations comprise -
a coupled system of eight nonlinear partial
differential equationms, the solution of which is
a formidable task on any computer system. In
order to make these computations tractable,
approximations have often been made, including
reduction in dimensionality, linearization, re-
striction to a particular geometry,* ordering, or
regime, and the assumption of no tramsport or
resistivity. To explain complex phenomena such
as the major disruption in a tokamak requires a
three dimensional resistive code. It is of
utmost importance to understand the major dis-
ruption, for if it occurs it will cause the
tokamak walls to vaporize. _

The rate of progress of resistive MHD calcula-
tions in tokamaks has been strongly dependent

on two factors: advances in numerical techniques
and increases in computer capability. These
calculations have produced a succession of
results which have given increasingly detailed
comparison with tokamak experiments. However,
to obtain results on a CRAY 1, it has been nec-
essary to impose numerous simplifications which,
if removed, might materially increase our under=-
standing of fusion devices. We expect that
further advances in numerical techniques will

be hard to achieve and will offer even smaller
speed advantages. Thus, further progress in
this area is likely to be strongly coupled to
computer capability.

The theory is at a stage now where one can con-
struct a computer program to include Yexact"
treatment of tokamak geometry and pressure
effects with a realistic level of resistivity
and some kinetic effects. However, it is doubt-
ful that the CRAY 1 has the capability to run
such cases. It is even more doubtful that such
calculations can be made for stellerator config-
urations. The primary limitation is CPU speed.
A secondary consideration is increased fast
memory size.

The recent advance in three-dimensional MHD
calculations for tokamaks has depended crucially
on obtaining a reduced set of equations by
expanding the original MHD equations in a small
parameter, which is on the order of the inverse
aspect ratio. This 1s possible because of the
strong and almost uniform toroidal magnetic
field in tokamaks. Since the field components
in the Reversed Field Pinch (RPP) are all of the
same order, and since these devices possess
finite beta, there exists mno universally small
parameter in which to expand the basic equations.
Additionally, the computational speed of the
codes based on the tokamak reduced equations 1s
greatly enhanced by the assumption of incom-
pressibility, which eliminates the compress-
jonal Alfven wave. Because of the strong field
in a tokamak, the fastest remaining mode evolves
on a time scale on the order of the major cir-
cumference divided by the Alfvén velocity. This
time scale may be more than an order of
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magnitude longer than that of the compressio
Alfvén wave. In the RFP, on the other

even the assumption of incompressibilit’
not provide much of an advantage, since n
shear Alfvén wave propagating near the field
reversal point evolves on a time scale on th
order of the minor circumference divided by
Alfvén velocity, a reduction of a factor of
only 2 or 3 from that of the compressional
Alfven wave. Thus the next meaningful step
MHD simulations for the RFP will tax even th
next generation of cemputers,

To make these three-dimensional codes applic
to more general geometries (e.g., stellarato
and to simultaneously include enough effects
ensure a complete description of the importa
physics effects (e.g., parallel heat transpc
compressibility, finite larmor radius effect
and smaller values of resistivity) will requ
a machine with about 100 times the CPU speed
the CRAY 1 in order to keep the run times at
the same i.e., tens of hours. Finally, an
increase of a factor of 10 in memory size wc
allow a factor of 2 increase in each direct]
of a three-dimensional calculation, while ke
ing the entire code resident in fast memory.
This increase would provide a significant
imprevement in resolution.

(c) Particle and Hybrid Codes - In many c
fluid models are not adequate to descri’

behavior, for it 1is necessary to consid
scepic effects, i.e., the effects of the Wi
particles are distributed in velocity. Numa
cally this is most often accomplished throu
particle codes. Fully nenlinear kinetic io
and electron simulations in 2-D-Cartesian
geometry were carried out over the last dec:
In the past, Cartesian geometry was not a8 m
physics limitation even with the obvious cy.
drical and toroidal nature of experiments,
because these models necessarily dealt with
length and time scales on the order of the
electron gyroradius and plasma oscillation
peried for stability. Resolving such lengt
and time scales meant that any realistic ma
scopic dimension could be considered infini
in light of the huge number of computationa
time steps required for any information to
travel such a distance, Such models are pr
marily useful for plasma transport studies,
which are made computationally accessible b
studying relatively sharp gradients. Even
present 2-D computational methods still req
an unrealistically small mass ratio M /M a
other artifical compression of disparate ti
scales to retain acceptable run times. Impl
and orbit-averaged methods improve the situ
somewhat, but routine 3-D simulation with r
istic parameters is simply not practical wi

present computational resources. In acl!‘

with the increase of grid resolution a
improved computers and methodology, the
of particle simulations has grown to encomj
nonlocal effects and more realistic geomet:
This further adds to the complexity of code



and has lead to renewed demand for more memory
and speed of the computer.

On present computers, large scale particle sim—
ulations in 2-1/2D and 3D are mainly limited by
the size of the maximum fast memory the CRAY 1
can handle (of the order of 1 M words, or 2 M
for the CRAY-1S). With necessary diagnostics
this amount roughly corresponds to two-dimen-
sional grids of 128 x 32 or 64 x 64 for electro-
magneric particle codes and to a three-dimension-
al grid of 32 x 16 x 8 for MHD particle cedes.
For example, in order tc have relevant mode-
conversion physics for Ion Cyclotron Resonance
Heating (ICRH) in tokamak geometry, a minimu
grid of 128 x 128 was necessary.

An enhanced Class VI computer with 2.5 times
more memory and speed than a CRAY-1S will permit
a grid of 128 x 64 and perhaps 128 x 128 in an
electromagnetic particle code and use more real-
istic parameters. Experimentally relevant
physics problems in magnetic confinement have
important three-dimensional aspects, such as in
the multiple-helicity interaction of collision-
less .tearing modes and in the drift wave turbu-
lence in sheared magnetic ‘fields; the increased
memory and speed will increase the practicality
of 3-D simulations, It is, nevertheless, clear
that such an increase in memory will not be
enough. The advent of a Class VII computer with
memory of the order of 30 M words, for example,
will be able to tackle a 512 x 128 system in
electromagnetic codes, corresponding to a plasma
of the size of several tens to a hundred
collisionliess skin depths.

In addition to this, one should consider the
acquisition of a large fast solid-state peri-
pheral memory. This will allow users to double
or triple-buffer the grid and particles without
resorting to much slower discs. It would be
helpful to have a solid-state memorv of around
a few hundred million words for large scale 2D
and 3D calculations. When a large fast solid-
state peripheral memory is attached to the fast
core, it is very important to have fast,
efficient, large scale I/0 between the core and
memory. It may be preferable to arrange the
solid-state memory as virtual memory with some
paging capabilities.

Particle-fluid hybrid models have become impor-
tant in the last five years. A typical hybrid
model represents the ion components as kinetic
species and the electrons as a fluid in order

to eliminate some or all fast electron
frequencies and short length scales. Without
these electron-imposed limitations, the kinetic
ion effects can be modeled on macroscopic,
almost MHD, time and length scales——making
experimental relevance much easier to establish,
The ion temperature gradient drift instability
in a tokamak was studied with such a model.
Sometimes, without sacrificing the parallel
dynamics of electrons, the guiding-center parti-
cle model is used. This method has been
actively used particularly for tokamak plasmas,
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Recent progress with hybrid models is impress-
ive but is still quite computationally expensive
(typically taking roughly two to four times
more CRAY CPU time than does an MHD code of
equal dimensionality). Further, 2D meshes of
size 128 x 128 with 20 particles per cell lead
to memory requirements of order 2 x 106 words.
Results obtainable with present 2-D codes, as
well as progress on 3-D codes, are presently
hampered by lack of CPU speed and memory capa-
city. For example, typical 2D quasi-neutral
hybrid simulations of .rotational instabilities
in the Field Reversed Experiment at Los Alamos
use 50,000 particles, require approximately 3
hours of time on the CRAY 1, and use half of
the CRAY 1 active memorv.

In order to resolve ion spin-up effects in
rotational instabilities of compact toroids, it
would require at least 10 hours of CPU time on_
the CRAY 1 for a simulation run with a present
2D hybrid code., It would also be desirahle to
increase the number of particles used in simu-
lations in order to more properly represent the
ion velocity distribution in low density
regions; however, this is not practical on the
CRAY 1, without resorting to disks and buffer-
ing and hence motivates the use of a Class VII
computer.

Another new particle simulation technique that
has led to much more realistic simulation of
fusion experiments on transport time scales is
orbit averaging., In orbit-averaged simulations,
time-splitting has been combined with temporal
averaging to allow the self-consistent solution
of Maxwell's equations on a slow time scale
using a long time step, but the particle
dynamics are followed on the natural time scale
of the orbit. Orbit averaging in a two-
dimensional, magneto-inductive algorithm has
been successful. A natural separation of time
scales allows orbit averaging over the particle
trajectories (in the cases studied so far, this
means averaging over many ion-cyclotron and
axial-bounce periods in a magnetic mirror), and
great reductions in the number of required par-
ticles have been achieved. Simulations have
been performed with parameters that directly
correspond to the Lawrence Livermore National
Laboratory 2XIIB experiment. These simulations
were able to simultaneously resolve the ion
cyclotron time scale in the vacuum magnetic
field w = 2.8 x 10’s~1, and the ion-electron
slowing down rate vgi/e = 3 x 1025-1 yithout
artificial distortion. The new simulations
required 500 to 1000 ions rather than the
~20,000 previously needed, had a correspondingly
smaller memory requirement (were contained in
core), and were able to run 10 to 100 more steps
in the same amount of computer time (two to
three hours on the CRAY 1).

Extension of the orbit-averaged simulation model
to include fluid electrons and provide a self-
consistent implicit calculation of the ambipolar
potential has been undertaken to simulate tandem
mirror configurations. The inclusion
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of electron effects requires that an even finer
time scale than the ion cyclotron period be
resolved, viz, the electron transit time in the
mirror or mirror end-plug of the tandem. This.
time scale is roughly a factor of ten faster
than the ion gyration and will require that a
realistic simulation span the additional spread
in time scales. Because of the complexity of
tandem mirrors with thermal barriers a signifi-
cant increase in axial grid resolution is also
required. Accommodating the first few azimuthal
Fourier modes to incorporate quadrupole and
elliptical flux-tube effects will further strain
present capability. A 2 x 106 word memory and

a machine 2 to 4 times faster than a CRAY 1 will
not suffice without continued artificial com—
pression of time scales.

Particle simulations of microinstabilities in
mirror devices also strain the limits of capa-
bilities of a CRAY 1 computer. Loss-cone
simulations with a stretched one-dimensional
code were performed with 0.5-20 x 104 particles,
64-256 grid points, Ax%(0.05 - 0.2)pi and

Wwe4dt = 0.05 or 0.1. To accommodate the dispar-
ate time scales of lower hybrid oscillations,
ion cyclotron and ion bounce motion, the linear
growth of microinstability, neutral beam charge-
exchange, and ion drag, in the simulations, the
rates of the slower processes have been artifi-
cially accelerated (by as much as 102); and
either wy$/w.? or mj/me is at least a factor

of ten smaller in the simulations than it is in
mirror plasmas like 2XIIB and TMK end-plugs.
Nevertheless, even with somewhat artificial
parameters and very simple models of the
aspects of a neutral-beam driven mirror machine,
the simulations of loss-cone modes give many
results in agreement with cxperimental data and
quasi-linear theory. The cost of these simula-
tions scales directly with(me/mj + mc§/mp§)-1/2
and the number of particles. Typical simula-
tions require less than one hour on the CRAY 1
with particle data stored on disks and input/
output overlapped, but a few of the simulations
were as long as two to three CRAY CPU hours.
More realistic microstability simulations of
plasmas with parameters more closely approach—-
ing 2XIIB, TMX, TMX-U, and MFTF-B will be
possible on an enhanced Class VI computer and
easier still on a Class VII; and the code could
be contained in core. Increasing the dimension-
alitv and incorporating important electron and
electromagnetic effect await a Class VII
machine.

The recent advent of the implicit particle
codes, which allow large time step without com-
promising microscopic physics, makes it possi-’
ble to run a particle code to examine slow
phenomena such as drift waves within a reason-
able computational time. This means that the
particle simulation technique can describe an
enriched and enlarged field of physics. Because
implicit particle codes require storage of
additional grid or particle data over that
stored in conventional explicit codes, memory
requirements are increased. Furthermore, the
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desire to simulate experiments using fully re
istic parameters in 2D or 3D .continues to des
computer capabilities beyond Class VII. ,

atior

(d) Fokker-Planck Codes - In the simul
magnetically confined plasmas where the ions ¢
not Maxwellian and where a knowledge of the ¢
tribution functions is important, kinetic
equations must be solved. At number densitie
and energies typical of mirror machines, end
losses are due primarily to the scattering of
charged particles into the loss cones in velc
city space by classical Coulomb collisions.
The kinetic equation describing this process
the Boltzmann equation with Fokker-Planck
collision terms. The use of this equation i
not restricted to mirror systems. The heatir
of plasmas by energetic neutral beams, the
thermalization of alpha particles in DT plasn
the study ef runaway electrons and ions in
tokamaks, and the performance of two-energy
compenent fusion reactors are other examples
where the solution of the Fokker-Planck equat
is required.

The problem is to solve a nonlinear, time-
dependent partial differential equation for t
distribution function of each charged species
the plasma, as functions of six phase space
variables (three spatial coordinates and thre
velocity coordinates). Such an equation, eve
fer a single species, exceeds the capability

any present cemputer, so several simplify
assumptions are required to treat the pr

The most advanced state-of-the-art .time-
dependent Fokker-Planck code assumes that the
distribution functions depend on one spatial
coordinate (radius r) and two velocity coordi
nates (speed v and pitch angle 6). Moreover,
the cellision operator at each radius depends
enly on the distribution functions at that
radius, so that a zero-spatial-dimensional, t
velecity-space~dimensional Fokker-Planck solv
may be utilized.

Such a solver requires 11.5 ps per meshpoint
the CRAY 1 to compute the Fokker-Planck opera
and time-advance the distribution function (u
ing an alternating direction method) for one
gpecies. For a typical 1Q1 (v)by 81(6) mesh t
comes to 0.094 seconds per timestep per speci
Allowing for 10 radial meshpoints, two specie
and 1000 time steps, the total amount of compu
time is 31 minutes.

The preceeding is not intended to give the id
that any zero-spatial-dimensional, two-veloci
space dimensional Fokker-Planck problem can b
easily handled by the CRAY 1. Fusion efficie
studies of the D-D fuel cycle require the sol
tion of Fokker-Planck equations for five iloni
distribution functions, including very hi
energy protons., Using a state-of-the-arts
species Fokker-Planck code, the maximum a
able mesh gsize on the CRAY 1 is approximately
161(v) by 30(8), and the computer time per
timestep (using a fully implicit method) is




12 sec. A typical problem requires anywhere
from 1 to 4 hours. Moreover, there are many
regions of parameter space which require two
to five times -as many meshpoints. Some of these
problems can be attacked on the CRAY-1S, at a
premium cost, and others will require an
extended Class VI or a Class VII machine.

There are many situations fn which the charged
particles execute regular orbits on a timescale
much faster than their collision time. In such
cases the Fokker-Planck equation need not be
solved everywhere in space; instead bounce-
averaging can be employed. Toward that end a
two~velocity~space dimensional zero-banana-
width Fokker-Planck solver has been developed.
In its first approximarion the ambipolar poten-
tial in the bounce~direction is ignored, there-
by simplifying the orbit equations.

For a 101(v) by 81({8) mesh with 25 axial (z)
positions (over which the Fokker-Planck co-
efficients are averaged) 0.32 sec per timestep
are required. The Fokker-Planck-related storage
requirement is about 400,000 words. When placed
in a radial transport code with 25 radial
points, B sec per timestep will be'teﬁuired, so
that a typical 700 timestep problem will take

93 minutes., '

Let it be emphasizec that the above 93-minute
problem is a gross simplification of what is
needed. In mirror-like devices such as tandem
mirror plugs and EBT, the axial electric field
cannot be ignored. . Since the midplane trans-
formation (v,B)*(vO,BO) now depends on v, to

use a similar algorithm requires, for a 101-
point v-mesh, 10l times as much storage, which
is clearly prohibitive. It will therefore be
necessary to recompute the transformation arrays
each timestep; this should result in a factor of
at least 2 increase in computer time.

More important, the zerc-banana-width assumption
is totally invalid for modeling neutral beam
injection into a tokamak. Including a finite
banana width will not only greatly increase the
storage, but it will also result in a factor of
at least 5 increase in computer time, so that a
typical one-species 700 timestep problem on a
101(v) by 81(8) by 25(r) mesh with 25(z) posi-
tions will take, on a Class VII machine, 465
minutes.

An cxample of an important 3-D (r, v, 8) calcu-
lation which is beyond the capabilities of the
CRAY 1 and vhich taxes the limits of an extend-
ed Class VI is the modeling of the transport of
electron energy out of a tokamak due to the
combined effects of a stochastic magnetic field
and a radial ambipolar field coupled to a
Fokker-Planck model for Coulomb collisions.
This problem is both nonlinear and essentially
3-D. Using an implicit scheme employing a 3-D
ICCG matrix inversion package, assuming a mesh
of about 120,000 points (a minimum for a
physically reasonable 3-D calculation), and a
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cost of 1,5 x 10~3 seconds per time step per
mesh point on the CRAY 1, and assuming that a
calculation requires 200 time steps, the amount
of CRAY 1 computer time required is about. 10 ‘
hours, generally an unacceptable amount of time
for a single run. Incidentally, the total of
storage required would be about 50% greater
than the matrix size or about 3.4 x 106 words.
This could be accommodated only on an extended
Class VI or on a Class VII machine. Assuming
that these machines are respectively 4 and 10
times faster than the CRAY 1 implies that this
calculation would require 2.5 hours on the
extended Class VI and 1 hour on the Class VII
machine. Consequently the extended Class VI
would be only marginally adequate both in terms
of speed and storage for this calculation,
whereas on a Class VII computer the problem
would be tractable.

Summarz

In summary, as the fusion program has advanced
rapidly in the last few years with the develop-~
ment of more sophisticated theory and experiment
computational requirements for accuracy and
realism have increased to the point that Class
VIT capabilities and beyond are urgent.

It is not possible to define a performance level
that represents the ultimate capability for
fusion studies. Each successive generation of
supercomputers has been eagerly awaited by the
user community. Codes to exploit the new hard-
ware capabilities are typically under develop-
ment before the hardware is actually installed.
It is safe to assert that the fusion computing
community can effectively use the best perfor-
mance that the supercomputer manufacturer's are
capable of providing for the foreseeable future.
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THE POTENTIAL OF LOS ALAMOS NATIONAL LABORATORY TO PROVIDE LARGE-SCALE
' COMPUTATIONAL CAPABILITIES TO THE RESEARCH COMMUNITY

by

Bill Buzbee and Dale Sparks

Los Alamos National Laboratory
Computing Division
P. 0. Box 1663
Los Alamos, New Mexico 87545
(505) 667-1449

I. INTRODUCTION

In the Spring of 1982, the Department of Defense, National Science Foundation,
the Department of Energy, and the National Aeronmautics and Space Administration
organized a "Workshop on Large-Scale Computing for Science and Engineering."
The charter of the workshop is to determine needs and examine methods of pro-
viding large-scale computing capabilities to science and engineering; also to
study the future of computer technology in the United States. Further details
on the workshop can be found in Appendix A. The Computing Division of Los
Alamos National Laboratory was invited to participate and to prepare this posi-
tion paper on how it would provide large-scale computational capability to the
research community. )

A. What Los Alamos Can Provide.

Los Alamos operates one of the most powerful scientific computing facilities in
the world. Our mission is to provide the computing resources required in
scientific research and large-scale numerical simulation. Thus we have assem-
bled a wide variety of hardware, software, communication facilities, and ser-
vices. In carrying out our mission, we seek to maximize first the productivity
of people and second the productivity of hardware. Currently, we have approxi-
mately 3000 validated users within Los Alamos County and another 500 users dis-
tributed throughout the United States. Although our users are engaged in a
wide spectrum of applications raoging from document preparation to large-scale
scientific simulation, they have the following basic needs in common:

suitable hardware/software,
convenient access,

mass storage,

a menu of output options,
support services, and

ease of use.
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1. Suitable Hardware/Software.

The nucleus of our computing facility is a collection of computers designed
prim‘arily for scientific computation. . They are described in Table I. .

TABLE 1

COMPUTERS USED FOR SCIENTIFIC COMPUTATION

Quantity ‘ Description Opérating System
4 Ctay'l Interactive (CTSS)
4 CDC-7600 Interactive (LTSS)
1 CDC-6€00 Interactive (NOS)
2 CDC Cyber 73 Interactive (ﬁOS)
20 DEC VAX 11/780 Interactive (VMS and UNIX)

The Cray 1s and CDC 7600s are used for number crunching. The CDC-6600 and
Cybers provide continuity with the past while supporting administrative comput-
ing. The VAXs are ipcorporated into a distributed network called XNET. They
are used to sppport experimental facilities controlling experimeants, collectin
and analyzing data, while at the same time providing a modern software-rich e‘
vironment, for example, screen editing, virtual memory, Fortram 77.

Note that an interactive operating system is provided on every computer.
Experience shows that interactivity maximizes the productivity of users.

2. Convenient Access.

The typical user must frequently refer to notes, books, documentation, etc.;
thus, the most convenient point of access is from the employee's office. Ve
provide this through an integrated network exploiting our interactive operating
systems. A functional diagram of the network is shown in Figure 1. Our pet-
work is partitioned into three security partitions: Secure, Administrative,
and Open. For the purposes of this discussion, we need consider only the Open
partition. That partition contains the following computers:

e 3 CDC 7600s,
e 1 CDC Cyber 73, and
e 9 VAX 11/780s.

A user in the Open partition can sign onto any of the above comphters.
Further, we would like to acquire a Cray 1 computer for the Open partition
and are eager to work with this workshop and other interested parties to

make the appropriate arrangements. .
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3. Mass Storage..

Supercomputers cap consume and generate enormous amounts of data in a short .
time. - Thus every large-scale computing facility needs a mass storage facility
of considerable capacity. Most large-scale computing facilities in this coun-
try recognize this need; however, few of them have mass storage facilities with
sufficient efficiency and reliability to be quality systems. Our system is a
quality system using IBM equipment and is shown in Figure 1 as the Common File
System (CFS). This equipment has a large market among banks and insurance com-
panies and thus there is significant customer pressure to make the equipment
work and keep it working. Currently, our system has an online capacity of 2.7
trillion bits and unlimited offline capacity. To date, its availability aver-
ages 98-99%. The file organization within it is tree structured much like
UNIX. One of its novel features is automatic file migration. Storage within
the system is hierarchical. The 3350 disks provide the first level of storage,
the IBM 3850 cartridge store provides the second level and offline cartridges '
provide the third level. Recent performance data from this system are given in
Table II.

TABLE II

RECENT CFS PERFORMANCE DATA

Level ~ % of Total Data % of Réquests Average Response
of Contained Satisfied Time .
Storage in this Level From this Level From this Lavel
Disk ) 1 82 . 10 seconds
3850 17 17 1 minute
Offline 82 ' 1 5 minutes

We believe this is one of the finest mass storage systems in the world.
It is accessible from all of our computers and utilization of it would
be included in our provision of large-scale computing facilities.

4. Output Options

In code development and exploratory computations, the scientist often needs a
variety of output options. For example, during code development and problem
checkout, graphical display at the terminal can be extremely valuable. During

the course of a parameter study, one may wish to put copies of the source and
npumerical results on microfiche for efficient archival storage. If one is

dealing with a time-dependent problem that consumes several hours of supercom-
puter time, then one may wish to produce a movie to show time dependencies.
Finally, in code development, there is the time-tested axiom 'when in doubt,

count out." All of these options are available in the Los Alamos Computing e
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. Facility through the equipment listed in Table III (shown in Figure 1.as PAGES,
. Print and Graphical Express Station).
TABLE III

OUTPUT OPTIONS AND EQUIPMENT

-

Qutput Option 7 Equipment

8 1/2- x 1l1-in paper (double sided) 2 Xerox 9700s
li-ip roll (electrostatic) Versatec
36-in roll (electrostatic) Versatec
36-in vellum (electrostatic) Versatec
16-mm color film FR80 film recorders

i 35-mm color and black-and white film FR80 film recorders
105-mm microfiche FRB0 film recorders

. PAGES is accessible online from all of our computers and utilization of it -
could be included in our provision of large-scale computing.

S. Support Services
Requisite.support services include

operations,
documentation,
education,
consulting,
accounting, and
research.

we are particularly proud of the efficiency in our operations. Excepting the
VAX 11/780s, all of our computers, the Common File System, and the output
equipment in PAGES are operated 24 hours a day, 363 days a year by a total of
76 people. As evidenced by CFS and PAGES, part of our objective is to automate
where possible. Thus, our Facility for Operations Control and Utilization
Statistics (FOCUS in Figure 1) is a recently added node to our network from
which we load level production jobs across the supercomputers. Because of au-
tomation, we anticipate no growth in our operation staff in the next few years
despite plans to significantly increase our total computing capacity.
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Documentation is the Achilles heel of computing. The Los Alamos Computing
Division is organized into eight working groups. Because of the breadth of o‘
network and unique facilities such as the Common File System, one of those

groups has responsibility for developing and maintaining documentation. This

js a measure of the importance we attribute to documentation. Much of our doc-
umentation is available online and our goal is to put all of it online in the
near future.

- Education is helpful to new users and we already make considerable use of video
cassettes and computer-aided instruction. Should we offer service to a nation-
al computing community of users, these would probably be the primary media for
education.

Consultation is required when users encounter difficult bugs or when they seek
information about how to accomplish sophisticated tasks. Today we have a staff
of approximately 10 consultants; this staff would have to be increased should
we offer service to a larger community. Since the introduction of interactive
systems, the consultants' primary mode of communicationms with users has been by
telephone and it would likewise be the primary mode should we provide- service
to a national community.

The objective of our accounting system is to charge equitably for all resources
consumed. We charge for CPU utilization, memory utilizatiom, storage of infor-
mation in the Common File System, number of pages printed, frames of film gen-
erated, etc. A summary of projected charges for FY 83 are attached in Appendib
B. v

Qut research divides into three areas:

e parallel processing,
o person/machine interface, and
e modeling support.

The next generation of supercomputers will likely imcorporate parallel process-
ing and will be available by 1985. Preparation for them is driving much of our
research. Because of the processing power soon to be available in desktop per-
sonal workstations, we believe that the person/machine interface will undergo
radical changes in this decade. This will generate significant new require-
ments in networking and perhaps change the way we do scientific computing.

Good computer modeling includes development and analysis of mathematical
models, implementation of mathematical models into software, and validation of
both: These‘'are important areas of research for any scientific computing or-
ganization.

6. Ease of Use
Ease of use includes
e specialized supercomputer software,

e software-rich systems, and
» common software across the network.
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Our specialized sSupercomputer software includes symbolic debugging tools and
highly efficient machine-language subroutines for vector operations. - Also op-
timizing compilers are provided. Software richness is achieved by a variety of
computing systems, a menu of programming languages, and a variety of vendor-
supplied applications packages. Commonality is provided across -all computing
systems through common libraries of graphics and mathematical software and
through common utilities for communication with the Common File System and with
PAGES.

II. NATIONWIDE ACCESS TO THE LOS ALAMOS CENTRAL COMPUTING FACILITY

We are providing a variety of communication services into the Los Alamos Cen-
tral Computing Facility. Today, we have telephone-dialup access at 300/1200
bit/s to provide asynchronous terminal service. We also have telephone access
at 1200/2400 bit/s for 200 UT user stations to access the NOS systems. There
are several telephone dedicated leased lines that provide service. Leased line
service provides 9600/56k bit/s. In addition, the telephone company can pro-
vide Direct Digital Service (DDS) at 9600/56k bit/s.

An experimental software system is running in ome VAX at Los Alamos that is ac-
‘cessible through Telenet. That service provides 300/1200-bit/s service. We
are in the process of extending Telenet access into the Computing Facility with
the expectation that terminal access through Telenet will be available before
the end of the .summer of 1982.

The next step in increasing communications capacity is to acquire equipment to
put the Central Computing Facility onto ARPANET. . Purchase orders and other ad-
ministrative matters are complete, and we are awaiting the delivery of the C30
processor from Bolt, Beranek & Newman to complete this task. The ARPANET serv-
ice should be available at Los Alamos by the beginning of 1983.

Los Alamos is also part of the magnetic fusion energy network. We are current-
ly served by American satellite with dual 56k channels on the magnetic fusion
net.

The Department of Epergy has an ambitious Project to acquire and place in serv-
ice wideband satellite communications nationwide. This project is called

Operational Model (OPMODEL). The intent of OPMODEL is to provide wideband data
service, voice, and full-motion video-conferencing capability. The first serv-
ices oo OPMODEL for DOE sites will become available about October 1983. We ex-

' pect thit there"Wwill be local telephone access into some of the OPMODEL sat-

ellite ground stations, but that is a longer term development, probably in the
1984-85 timeframe.

We believe that the integrated network that has been developed and is in place

and operational at Los Alamos is among the finest in the world. The network 1s
Stable, it has a high reliability, and we can provide service as required. Of

course, there is lead time between the time of request for service and the time
that we can provide it. Today that lead time varies between three and six

months. ~
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I1]. WILL THESE FACILITIES SERVE EDUCATIONAL NEEDS?

The Los Alamos Computing Facility provides supercomputers, mass storage facili-
ties, a menu of output optioms, and interactive access plus requisite support
services. A recent user satisfaction survey by a professional firm shows that
our computing facility is meeting the needs of the scientifi¢c user We believe
that it will also meet the needs of educational imstitutions.

IV. HOW SHOULD THESE FACILITIES BE MANAGED AND FINANCED?

These facilities should be managed by the Computing Division of the Los Alamos
National Laboratory with an advisory panel of at most six people representing
the interests of the research community. Financing should be by recharge for
resources consumed and services rendered. ' .

V.  PLANNING AND POLICY STRUCTURES

The Los Alamos Computing Division produces annually a two-year operational
plan. The operational plan is driven by programmatic requirements, user re-
quirements, and technology trends. Copies of the FY 82-83 Two-Year Plan are
available on request from the authors and the reader is encouraged to comsult
Chapter 2 of it for discussion of the plamning process.

Policy would have to be negotiated between Laboratory management and an admi.
istrative body representing the .research community.
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APPENDIX B

. ’ _ RATES FOR CCF SERVICES
CCF Service FY 1983
Computing Services .
CTSS (Recorded Hour) 422.50
LTSS (Recorded Hour) _ . ©295.00
NOS (Recorded Hour) : 407.50
Tape Mount (Each) 3.75
ICN Services ~
300-bit/s Port/Month 90.00
1200-b:it/s Port/Month 135.00
9600-bit/s Port/Month 180.00
150-kbit/s Port/Month 270.00
Intelligent Workstation/Month 270.00
200 UT Port/Month 720.00
CBT Port/Month 1080.00
S56-kbit/s XNET Port/Month 1620.00
256~-kbit/s XNET Port/Month 3240.00
, Comnnect Hour (300 bit/s) ' 2.70
Connect Hour (1200 bit/s) 4.15
. Connect Hour (9600 bit/s) 5.50
Connect Hour (150 kbit/s) 8.25
Connect Hour (200 UT) 7.20
Network Transmission (megaword) 3.75
CFS Services
Online Access (Each) 0.32
Offline Access (Each) 3.75%
Online Stcrage (megaword Moath) 13.75
Offline Storage (megaword Month) 2.62
PAGES Services
Printed Output (Pages) 0.20
Megabytes Processed 4.05
105-mm Fiche (Each) 4.05
35-om Film (Frames) 0.22
16-mm Film (Frames) 0.11
Plotter (Sheets) 0.33
VMS Services
. Monthly Fee : 262.00
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Facility through the equipment listed in Table III (shown in Figure 1 as PAGES,
Print and Graphical Express Station).

TABLE IlI

OUTPUT OPTIONS AND EQUIPMENT

-

Qutput Option Equiément
8 1/2= x 11-in paper (double sided) é Xerox 9700s
1l=in roll.(electrostatic) Versatec
36-in roll (electrostatic) Versatec
36-in vellum (electrostatic) Versatec
16=mm color film ‘ FR80 film recorders .
35-mm color and black and white film FR80 film recorders
10S~mm microfiche F§80 film recorders

PAGES is accessible online from all of our computers and utilization of it .
yuld be included in our provision of large-scale computing.

"5. Support Services
Requisite support services include

operations,
documentation,
education,
consulting,
accounting, and
research.

We are particularly proud of the efficiency in our operations. Excepting the
VAX 11/780s, all of our computers, the Common File System, and the output
equipment in PAGES are operated 24 hours a day, 363 days a year by a total of
76 people. As evidenced by CFS and PAGES, part of our objective is to automate
where possible. Thus, our Facility for Operations Control and Utilization
Statistics (FOCUS in Figure 1) is a recently added node to our network from
which we load level production jobs across the supercomputers. Because of au-
tomation, we anticipate no growth in our operation staff in the next few years
despite plans to significantly increase our total computing capacity.
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Supercomputers and the Equations of State “ ‘
of a Classical One Component Plasma s

Bill Buzbee

Following the pioneering work of Brush, Hansen, and Teller(l), scientists
have been attempting to compute the equation-of-state (EOS) of a classical
one-component plasma (OCP). OCP is an idealized system of ions immersed in
a uniform sea of electrons such that the whole system is electrically
neutral. Though OCP is a "simple material”, if its EOS could be computed,
a framework would be available from which to address the EOS of more
complicated substances. Prior to the advent of the Cray-1, scientists had
not been able to compute the EOS of OCP throughout the energy interval of
interest. : .

The EOS can be calculated with a Monte Carlo technique. The density and
temperature in the system are fixed, and the system energy is computed.

Then a particle (ion) is selected at random and subjected to a small,

random perturbation (movement). The system energy is recalculated, and the °
move is accepted if the energy decreases. If the energy increases, the

move is accepted with a probability described by the Boltzmann

distribution. Now another particle is chosen at random, ... ad infinitum.
Once the energy stabilizes, a point of the EOS is in hand. New values of
density and temperature are chosen, etc.

Calculation of the system energy requires evaluation of an interparticle
potential. The potential is not available in closed (finite) form, so an
approximation must be made and the approximation must be computationally
affordable on the computer. With the availability of the Cray-1,
scientists (2) developed an improved (more complex) approximation to the
interparticle potential. . By using very efficient vector algorithms and
software developed under the Applied Mathematics Program of DOE's Office of
Basic Energy Science, it was possible for the Cray-1 to execute the new
calculation at about 90 million floating point operations per second. Even,
so, some seven hours are required to carry out the EOS computation. Most
important, for the first time, the EOS for a OCP was accurately calculated
throughout the interval of interest. Further, the melting temperature was
found to be “20% lower than the widely accepted previous estimates. This
advance is a direct result of the high level of performance available from
the Cray-1l.

This example also illustrates an important point about algorithms for

vector computers. Throughout the era of electronic computation, our

research has sought to develop algorithms that have a minimum number of
arithmetic operations. Indeed, this is the correct approach for scalar
computers, but it is not necessarily the correct approach for vector
computers. Evaluation of the interparticle potential approximation

requires evaluation of the complimentary error function. The complimentary
error function contains an integral over a semi-infinite interval. Thus it
must be approximated for efficient computation on a computer. On .

sequential (scalar) computers, scientists use a very simple and sensible
table lookup and interpolation. Unfortunately, table lookup is inefficient

approximation ---, namely, they tabulate the function and evaluate it via
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on a vector computer. A better approach on a vector machine is to use a
polynomial approximation thereby eliminating table lookup. This approach -
involves many more arithmetic operations than the tabular approach, but
they are fully vectorizable and can be executed at a very high rate. So in
this case, the best algorithm for a vector computer is quite different from
that for. a conventional computer. , '

This example of computing the.equation-of-state for a classical one-
component plasma illustrates how increases in supercomputer performance
make possible advances in fundamental knowledge. It also shows how changes

in computer architecture can impact computer simulations and the payoff of
research to find suitable algorithms for them.

%.9653 G. Brush, H. L. Sahlin, and E. Teller, J. Chem. Phys. 45, 2102
1966).

2. W. L. Slattery, G. D. Doolan, and H. E. DeWitt, Physical Rev A 21 (#6),
2087 (1980).
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Aerospace Structural Design and Supercomputers

Richard H. Gallagher

The products of ;he aerospace' industry -- commercial and military
aircfaft'and aerospace vehicles -- represent extremely.éha11enging
structural design problems. They must be of the lightest possible weight,
perform'safe1y, and should strive for the lowest cost of manufacture. They
are of chp1icated form and in each succeeding decade they ére planned to -
operate in more severe environments and to incorporate new materials and
design cbncepts. Because tn2se chalienges have been met up until now, the
United States has been and continues to be foremost in the aerospace

1ndustryfand that industry is a major factor in our economy and balance of
payments .

From the onéet of electronic computation, the aerospace desigr com- .

rueity nas enployes the largest computers available to commericel enterprise

gt aty given sime. AL first, in the early 1950's, the es“sting computers
¥ 9 J )

wern applied 1n st3ic analysis in terms of a few unznowns. The scale of

snalyses: advanced in tandem with the déve?opﬁent of.Claﬁs}II - V computers.
Tven today the unknowns of the réa1 stfucture,outdistance'the capacities of
crecs V Eaéhiues{ 1f design optimizatﬁon, computer gfaphicﬁ, and'dynamics
chenonena are treated. then there musﬁ be tradeoffs such that the comouter
descripqioq fa?}é substantiaily short}of the real structure. Class VI o

machines, which are imminent participants in the aerospace structural design

4

process, will make inroads into this discrepancy but will not resolve if o
fully.
.The abcve remarks refer to structural design in isolation. Majof

strides are being made in design for aerodynamics, especially in the .

jefinition of shanes fer drag reduction. As noted in Section 111 of the
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feport, the computations resources that are needed for more effective
aerodynamic design are 100 times greater that those of Class VI machines.
Inevitably, aeroelastic interaction must be taken into acéount, wherein
the structural and aerodynamfc behaviors are dealt with in an integrated
computational exercise. The computational needs will tax even supercomputers.
The requirements increased fuel efficiency, reduction of material
weight, greater range, and reduced manufacturing costs are quite évidént.
The interrational aerospace industry is aware that these goals can be
achieved through realizable, expanded computer power. The U.S. segment of
that industry is a prime candidate for loss of its pre-eminent position if
the computational tools available to it do not move ahead with the sate-of-

the art.
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Supercomputers and Engineering Research - Brice Carnahan, University of Micl

To date. Class VI machines have not been available to a broad
spectrum of engineering researchers. particularly academic
recearchers. Despite this., these machines have already had a ‘
significant impact on research ih several engineering disciplines:
The problems tackled so far are characterized less by the particular
discipline than by the mathematical formulations involved. Broadly
speaking. the following appear to be the most important:

(1) Solution of linear and nonlinear PDE describing transient
(unsteady state. dynamic) behavior using finite difference methods.
" Typically, the solutions involve of the order of a million nodes
(say 100 per space dimension). Major applications are the
solution of problems in fluid mechanics (e.g.. Navier-Stokes
equations) in aeronautical engineering. heat transfer in

mechanical engineering. and flow through porous media (reservoir
simulation) in chemical and petroleum engineering. .

(2) Solution of PDE describing static (steady-state) behavior
using finite element methods. Typical problems involve of the
‘order of 10,000 element nodes and direct solution methods

are used to solve the nodal equations. Principal applications
have been in the structures area (particularly for aerospace
structures). Some fluid mechanics and heat transfer problems
have also been solved using this approach.

(3) Monte-Carlo methods involving of the order of 1000
particles. A major application involves solution of the radiation
transport equation in nuclear reactor shielding analyses, ‘

(4) Real time image processing. E:xtremely fast filtering.
interpolation, and back-projection calculations are reqguired
for analysis of high-resplution video signals, such as are
generated in tomographic equipment.

There are problems in each of these areas that could profitably
use machines 100 to 1000 times faster that the current Class
V1l machines. For e:xample, the finite element method could be
used to solve transient problems involving perhaps 100,000
element nodes. This would require the solution of thousands
of simultaneous ordinary differential equations in addition to
the direct solution of large numbers of (typically linear)
equations. Faster, larger machines would allow the use of
much larger sample sizes in Monte-Carlo simulations with
attendant improvements in the accuracy of problem statistics.
Many of the image processing problems, particularly those
associated with real—-time nondestructuve testing, will be
difficult to solve without much faster machines.

Probably the greatest impact that the supercomputer of tomorrow
will have on engineering will be the solution of systems problems
that simply cannot be tackled at all with current equipment.

For example. in aerospace engineering, the fluid mechanical, ‘
structural, and control systems analyses are treated in isolation.

In the future, models of the integrated systems will be studied,

and will undoubtedly lead to far better, more efficient aero-

space vehicles.
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Similarly, in chemical engineering, it should
be possible to study the dynamic behavior of entire chemical
processing complexes (currently almost all chemical systems
designs are based on steady-state mcdels and any associated
control systems are designed using much simplified dynamic
models of plant subsystems) requiring the solution of hundreds of
thousands of simultaneous algebraic and differential equations.
For the first time, it should be possible to use nonlinear
programming algorithms to optimize the design and operation of
such nonlinear systems. which incorporate a significant number of
design variables. Automatic process synthesis (given only
specifications for raw materials and desired products)
algorithms may well be feasible, with sufficient computing
power.

Undoutedly, similar examples involving the design, simulation,

optimization, and even operation of compley systems can be
found in virtually any engineering discipline.
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SOME EXAMPLES OF SUPER COMPUTER PROJECTS

L. L. SMARR . .

UNIVERSITY OF ILLINOIS

High Resolution Gas Dynamics - The large memory and high speed of super-

computers allows one to simulate dynamic gas flows with high resolution.
Astrophysical examples are the flows that occur in quasars and radio gal-
axies. These can involve the central powerhouse of active galactic nuclei
- nonspherical accretion onto supermassive black holes [J. Hawley and p.
Smarr (Univ. of I1l.) with J. R. Wilson (LLL) - calculations performed on
CRAY-1 at LLL]. Or they can involve the formation, propagation, a;d sta-
bility of supersonic and relativistic jets in these objects [calculations

by MUNAC (Munich Numerical Astrophysics Coalition) - M. Norman (MPI), K.-

H. Winkler (MPI) and L. Smarr (Univ. of Ill.) om the MP1 CRAY-1l and by J.
R. Wilson (LLL) on the LLL 7600}. The use of large numbers of grid point
(~5x 101‘) allow theoretical resolution of the flows comparaiale to the‘
observational resolution of the Very Large Array of radio telescopes or

the Einstein orbiting x-ray telescope.

Numerical Relativity - Here one solves the fully time-dependent Einstein

equations of general relativity to study the strongly curved spacetime
near b%ack holes or in the early universe. Again, many grid points

© 104) are needed to cover both regions near the strong gravitational
field as well as far away. Recent projects computed include formation of
nonspherical black holes and neutron stars, generation of gravitational
waves, and distribution of the dark matter in the universe [J. Centrella
(Univ. of Ill.), L. Smarr (Univ. of Ill.), P. Dykema (LLL), C. Evaas

(Univ. of Texas), and J. R. Wilson (LLL) - calculations on LLL CRAY~1].

-Detailed calculations of these nonlinear processes are needed by the ex-"UP

perimentalists designing gravitational wave detectors.
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* Solving Quantum Chromodynamics ~ Exciting progress 1s being made in the

- Program, started by Kenneth Wilson and Alexander Polyakov, to gain insight

into the nature of the strong interactions by applying statistical methods to
a formulation of quantum chfomodynamics on a discrete spacetime lattice. For
example, a recent breakthrough investigating the range of forces responsible

for breaking chiral Symmetry using a lattice of fermions was carried out nu-

merically at Los Alamos using CDC 7600's [J. Kogut, M. Stone, and H.W. Wyld .
(all of Univ. of Ill.), J. Shigemitsu (Brown), S.H. Shenker (U of CA) and D.K.
Sinclair (Stanford]. The work must be limited to spacetime lattices of 5.x 5
x 5 x 10 points because of memory and spacetime speed limitations. Clearly a

Supercomputer would enable much more detailed work to be done immediately.

* Severe Storms, Tornados, and Downbursts - The basic characteristic of

storms which spawn tornados can now be simulated using CRAY-1 level cﬁmputers
le.g. R. Wilhelmson (Univ. of Ill.) and others - calculations on NCAR CRAY].
The development, 3-dimensional structure, and movement of these storms can be
modeled and compared with observed wind fields from Doppler radar. With
enough supércomputer time, these studies can be extended to understand the de-
tailed formation of tornados, hazardous downbursts, hail growth, and damaging

surface winds ?ssociated with convective storms.

* Intramolecular Dynamics Calculations - Realistic calculations of intra-

molecular energy flow in even moderate size molecules (e.g. five to eight
atoms) requires large computers. Using small computers (1.e. CYBER 175 class)
many groups have done classical calculations comprising a few trajectories at
unrealistically high energies. Some work was done in the mid 1970;3 on the
largest avatlable computer [Illiac IV by J.D. McDonald (Univ. of I111.)]. This

remains the only work with a statistically significant number of trajectories.
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What is really needed are quantum calculations on intramolecular energy tra

fer. These calculations are compietely hopeless without the latest gemeration

supercomputers. Even on these computers they count as large scale work.
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EXAMPLES AND NEEDS OF SUPERCOMPUTERS
K. Wilson

Cornell University

-

Thermodynamic Properties of Fluids

A research group consisting of Keith Gubbins, William Street, and
S. Thompson, in the Chemical Engineering department at Cornell, use both
a8 shared Floating Point Systems Array Processor and their own mini-
computer for simulations of liquids at the molecular leve]g A£ the
present time these simulations can only supplement information obtained
from analytic theory and experiment, due to the 1imited sample sizes
(numbers of molecules) that can be studied in a practical simu}ation.
Availability of computers thousands of times more powerful than current
supercomputers Qould encourage this group to give heavy emphasis to the
determination of thermodynamic properties of fluids directly from
molecular potentials via computer simulation. Such a capability would

be of enormous significance for many engineering applications.

Theory of Nuclear Forces

One of the most spectacular developments of basic theoretical
research in the 1960's was the discovery of gauge theories providing a
unified description of nuclear interactions, weak interactions and
electromagnetic interactions. The Glashow-Weinberg-Salam gauge theo#ies
of electromagnetic and weak interactions are well understood theoretic- -
ally and have received impressive experimental confirmation. In cén-
trast, all that can be said so far about the gauge theory of nuclear
(strong) interactions--called Quantum Chomodynamics--is that it is

not obviously wrong. (It is however virtually the only theory of
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strong interactions with this property.) The reason for thé poorly
understood state of Quantum Chromodynamics is theoretical: no analytic
techniques are known for solving this theory, not even for approximately
solving it. A major international effort has been underway for several
years to try to solve'quantum chromodynamics numerically, to obtain its
predictions for fundamental quantities such as the masses and magnetic
moments of the proton and neutron. Theoretical groups in the U.S. at B
M.I.T., Cornell, Brookhaven National Laboratory, Princeton, Columbia,
Cal. Tech., the Institute for Theoretical Physics at Santa Barbara,

Stanford Linear Accelerator Center, University of Chicago, University of
I11inois, University of Indiana, etc. have engaged in this effort;
mostly using borrowed computer time on minicomputers and array pro-

cessors] Present day computers have been grossly inadequate for a .

complete, reliable computation; the current results involve simplifying
assumptiéns and are unreliable even after the simplificatioﬁs.

As a result of computations done so far, it is clear that a com-
plete, creditable computation will stretch the very limits of future
computing technology. Such a computation will probably require thou-
sands or millions of specially designed, very high speed processors
embedded in a highly parallel network for data interchange. (The basic
computational problem here is that sparse matrices of size rougﬁ]y
106x106 must be inverted at every step of a Monte Cario numerical inte-
gration; the Monte Carlo célculation involves of order 10° integration
variables; the answer must give high accuracy for some very small long
range correlation functions.) While many of the quantities to be
computed are already known experimentally, the success of the calculatir.

is of fundamental importance to the understanding of nuclear forces
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and will also lay the basis for new, nonperturbative studies of particle
interactions at super high energies. More generally the technology
established for this calculation is likely to lead to equally important

computations in many other areas of basic and applied scientific research.

The Renorma]ization Group and Statistical Mechanics

A major breakthrough in theoretical research in the last two
decades was the discovery of a new framework for understanding a Qhole
class of previously unsolved prob]ems.2 The problems addressed by
renormalization group techniques includes critical phenomena (the onset
of phase transitions), quantum field theory, polymer problems, various
problems in solid state physics, and turbulence in classical fluid flow.
Analytic expansion methods were found to make realistic renormalization
group analyses in special cases of some of the above problems--for
example, an expansion about four space dimensions for critical pheno-
mena. Unfértunate]y only a minute fraction of the problems addressed by
the renormalization group framework can be solved with current analyfic
renormalization group techniques. For example, relatively little progress
has been made in its application to turbulence. Attention is now turning
to the use of computer simulation to support the renormalization group
approach: the "Monte Carlo Renormalization Group method" of Swendsen and
Wilson has provided accurate numerical results for some models of
specific critical phenomena on surfaces thét were previously intract-
able.3 However, full flowering of the renormalization group approach
requires vastly greater computing power than is available today. Even
for the prototype system for all renormalization group,studie§--the
three dimensional Ising model of a ferromagnetic transition--current

Renormalization group research is blocked by inadequate computing power.
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Wilson and Swendsen have already spent hundreds of hours of computing
time on an array processor in an effort to study the numerical trun-
cation errors in the Monte Carlo Renormalization Group technique. Un-
fortunate]y; this effort has failed so far; the calculations to date
show that a thousand or even million fold increase in computing power
will be required to identify sources of error and make sure each error
decreases at the expected rate as the truncations are removed. Tﬁis
effort is critical to establishing the credibility of numerical Renor-
malization Group methods and encouraging its use in many applications.

The Ising model is best handled through special purpose VLSI chips.

An example of such a chip, with spectacular performance, was partially

designed at the Institute for Theoretical Physics at Santa Barbara4

using the Cal. Tech. chip design system. To make full use of such a chip
requires thousands of chips be operated in parallel with high speed data
paths 1inking the chips, and parallel general purpose computers to carry
out supporting computations. It has been impossible under present funding
patterns to reproduce the chip or set up this support framework; as a
result the Santa Barbara chip has been more of a curiosity than a
productive scientific instrument. Experience with a network of Ising
chips would lay the groundwork for a far more multi-purpose, highly
parallel, system needed for the nuclear force calculations that could
handle a large range of statistical mechanical simulations, predicting

the properties of bulk matter from basic interactions of mq1ecular con-
stituents. In constrast, some two dimensional statistical mechanical

problems are already feasible; researchers at M.1.T. and the University e
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of Georgia have carried out Monte Carlo Renormalization Group
computations on two dimensional statistical mechanical models

(in collaboration with Swenusen)5 with considerable success.

1. See, e.g. H. Hamber, Brookhaven preprint (1982) for a recent
"ist of references.
2. See, e.g. K. Wilson in Scientific American, Vol. 241, No. 2, p.158.
3. See D. P. Landau and R. H. Swendsen, Phys. Rev. Lett. ég, 1437 -
(1981).
4. R. B. Pearson, J. L. Richardson, and D. L. Toussaint, Santa
Barbara ITP report 1TP-81-139 (unpublished).
5. See Ref. 3 and R. H. Swendsen, P. Andelman, and A. N. Berker,
' Phys. Rev. B2, 6732 (1981).
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Role and Needs for Large Scale Computing for Theoretical Physics .
Kenneth G. Wilson

Cornell University

1. Statement of Need for Theoretical Phvsics as a Whole

At the present time the principal trend in theoretical physics is
the broadening of the scope (in practice) of theoretical ideas by the
inclusion of ever more complex problems within the theorists' purview.
This trend is taking place uniformly throuchout every subfield of theory.
This broadening is taking place through re-examination of old problems

(such as turbulence}, the development of new areas (such as supersvmmetry
or grand unified theories of elementary particle physics) or the recog-

nition of fundamental questions in applied areas such as metallurgy.

The current trend is making possible for greater contact between fupda-
mental theory and complex practical applications than ever before, and
this is reflected in a new interest in hiring of theorists by industry,
for example at Schlumberger-Doll Research and at Exxon.

In conseauence of the move towards complexity, theorists have outrun
the carabilities of traditional analytic theoretical methods. Compli-
cations dealt with todav include multiple degrees of freedom, irregular
seometries, multiple length scales, and random irregularities, any
one of which can defeat analytic techniques. Modern theory has conceptual,
gqualitative methods to treat complexity: the '"renormalization group” is
one very general framawork that has emerged over the last thirty vesars
with an enormous sweep. However, the qualitative concepts such as thé

renormalization group provides must be backed up by more cuantirative
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‘results. In many cases, numerical simulations are the ornly af;roach
availapie for providing quantitative analysis.

Uniortunately, the préblems which are too complicated for amalytic
anzlysis can place very severe demands on a numerical approach. For
example, each new degree of freedom that is included in a numerical
ireatment can casily cause a factor of 100 or 1000 increase in computing
requirements (both for cycles and memory); a standard example is fhe
change from a nonrotating, spherically symmetric star to a rotating star
where the angle to phe rotation axis is an extra degree of freedom.
Problems with randomness, thermal fluctuations or quantum fluctuations
ifpically have thousands or millions of degrees of freedom, which can
only pe treated by statistical Mente Carlo or statistical dynamics methods.
Computing time needed for these problems increases as the square of the
accuracy desired; the isolation of small errors and establishment of
numerical reliability for these statistical calculations demands very high

accuracy and hence very painful computing requirements.

The building of a simulation capability for a complex problem can
take many vears of effort. In early stages there comes the pursuit of
various algorithms to achieve both convergence and efficiency, along with
supperting studies to make sure all necessar)y physical principles have
been correctly taken into account in the numerical procedures. At later
stages come the study of errors; in a complex situation there can be
many sources of error with lots of cancellations. In this case naive
estimates based for example on two calculations with modestly different
levels of truncation can be totally misleading and years of lengthv calcu-

lations and careful study may be required before the numerical simuiation
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can be performed with a reliable error estimate. The computing resbur'ce,
needed for all stages of a simulating effort usually vastly outruns
(by a factor of 100 to’1,000,000 or more) the computing‘time needed for
a single production run once a reliable production-code is established.

A crucial practical aspect of large scale simulation is that when
the computing demands of a simulation increase, the increase is not by
a factor of 2 or leés: the increase is usually a factor of 10 or 100
or more. For example, simulations often involve a mu]tidimensioﬁa] grid
approximating a continuum; to achieve a better approximation a minimal
improvement involves doubling the number of grid points along each dimen- -

sion. In a three dimensional grid this means a factor of eight increase

in the number of grid points overall. Typically, further complications

develop so that the increased computing demand is considerably more than

In conclusion, it is normal and reasonable that the computing demands

a factor of eight.

for scientific simulation are prodigious, even by comparison with today's
most powerful supercomputers. In fact, the whole area of scientific
simulation in support of modern theoretical physics 